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RESEARCH ARTICLE

Machine Learning Augmented Histopathological Diagnosis of 
an Aggressive Variant of Liver Cancer    

Vivasvat Rastogi, Shashvat Rastogi           
Vasant Valley School, Vasant Kunj Rd, Pocket 7, Sector C, Vasant Kunj, New Delhi, Delhi 110070, India; vivasvatrastogi@gmail.com
Mentor: Dr. Archana Rastogi 

ABSTRACT: Liver cancer (Hepatocellular carcinoma) is one of the most common and fatal cancers. “Macrotrabecular-massive 
Hepatocellular carcinoma” (MTM-HCC), a recently identified aggressive variant, is characterized by thick trabeculae in 50% of 
the tumor area. Histopathology is the gold standard for diagnosis; however, microscopy is labor-intensive and time-consuming. 

Four thousand and four hundred anonymized digitized histopathology images of HCC were used to create three main 
models and were randomly allocated to training (1600), validation (400), and test (400) for each. Convolutional neural network 
(CNN) model was created in Python using TensorFlow and Keras to predict the occurrence of Macrotrabecular patterns. After 
experimenting with different architectures (Inception V3, MobileNet V2, and ConvNet, VGG), optimizers and loss functions, 
Inception V3, RMSProp, and Binary Cross entropy were chosen. Performances were evaluated by confusion matrix and AUROC. 
Data augmentation improved accuracy by 25%. ML model-based Mobile App, for real-time detection of images, was developed. 
Independent internal and external validation was performed. 

Training, validation, and test accuracies for Macrotrabecular vs non- Macrotrabecular and other patterns ranged from 96%-
98%. AUROC ranged from 0.97-0.99. Internal and external validation showed an accuracy of 96-98%.

This model showed good performance and high accuracy. This is the first study to apply ML models to assist Pathologists in 
detecting an aggressive variant of liver cancer.  

KEYWORDS: Computational biology and bioinformatics; Computational modeling; Machine learning (ML)-based mobile 
app; liver cancer; macrotrabecular -massive HCC.

� Introduction
Liver cancer is the fifth most frequent and the second most 

fatal cancer worldwide.¹ Hepatocellular carcinoma (HCC) 
accounts for 85-90% of all malignant liver cancers.² HCC is 
associated with poor outcomes due to a lack of methods for 
early detection, accurate prognostication, and personalized 
treatments.³

Tumor tissue analysis has a well-established role in the di-
agnosis, theragnostic, and prognosis of HCC. Morphologic 
variants and phenotypes in tumor biopsies/ surgical specimens 
are important surrogate markers for molecular aberrations. 
Identifying various subtypes is a pre-requisite for prognosti-
cation, individualizing treatment, and correct allocation to new 
clinical trials.³ Histopathology is the gold standard for the di-
agnosis of HCC subtypes.³

The macrotrabecular pattern of cancer cell arrangement 
(> six cells thick) represents an aggressive HCC subtype. Its 
presence in more than 50% of total tumors is classified as 
“Macrotrabecular -massive HCC (MTM-HCC)”.⁴ Hallmark 
features of this subtype are presentation with advanced clini-
cal stage, large size, high tumor marker levels, vessel invasion, 
higher recurrence, reduced survival, and specific molecular 
derangements.¹,² MTM-HCC needs more aggressive man-
agement, including liver transplantation and specific molecular 
therapies; hence, prompt and correct diagnosis is crucial.

Histopathological diagnosis of MTM-HCC requires man-
ual microscopic examination of approximately 10-30 tumor 

tissue sections (with 1000s of fields/ patches).⁵ This is a highly 
strenuous, time-consuming, and cumbersome task. Given the 
high tumor burden, there is an immediate need to adapt to new-
er methods of computational pathology. Digitization of tumor 
tissue slides and artificial intelligence (AI)-based analysis can 
impart objectivity, increase accuracy, and reduce inter-observer 
variability, which is a big step toward personalized medicine.

AI-based diagnostic and predictive liver cancer models are 
uncommon and created using radiology imaging. Data on 
AI-assisted Pathology image modeling is rare. The scarce lit-
erature on AI modeling on HCC pathology images includes 
a model for determining HCC differentiation, a model for 
distinguishing HCC from another less common type of liv-
er cancer, and a model for predicting survival.⁶-¹¹ Machine 
Learning (ML) models can help in the quantification & early 
diagnosis of HCC subtypes. None of the published studies has 
evaluated AI’s role in diagnosing aggressive MTM-HCC sub-
types to assist Pathologists.

We hypothesize that ML models, created using digital his-
topathology images and their usage through a mobile app. can 
assist Pathologists in detecting MTM- HCC in large volumes 
of digitized images with high accuracy & objectivity and in 
a shorter time, thus helping in prognostication & timely de-
cision of treatments. Therefore, the present work is aimed to 
diagnose an aggressive variant of liver cancer (MTM-HCC) 
by ML-assisted digital Pathology image analysis. The main 
objectives were to develop CNN models after experimenting 
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with different architectures and to create a Mobile App that 
uses the ML model for real-time detection of Macrotrabecular 
patterns in digitized tissue slide images. 
� Methods
Data: 
Digital images of hematoxylin & eosin-stained (HE) and 

formalin-fixed paraffin-embedded (FFPE) obtained from a 
pool of patients with HCC (n=105), who underwent surgical 
resection (partial or total hepatectomy) at a large liver dedicat-
ed tertiary care institute, were used. The images were retrieved 
from the study of histological patterns and their clinical rele-
vance already published by the mentor.⁵ This study required 
only archived digitized images with complete anonymity of 
the patient details. Thus, completely de-identified digital im-
ages were used and randomly numbered.

Four thousand four hundred digital images (200x magnifi-
cation) representing different histological patterns of HCC, 
along with adjacent non-neoplastic liver and other primary 
cancer (cholangiocarcinoma), were used to develop the CNN 
model. The main histological patterns of HCC selected for the 
model were defined according to the published literature.⁴,¹² 
Macrotrabecular was defined as the trabecular thickness of 
more than six cancer cells; micro trabecular had a trabecular 
thickness of 3−5 cell thick plate; pseudoglandular pattern was 
characterized by trabeculae forming glandular lumina with or 
without bile or proteinaceous material in the lumina. (Figure 
1)

Procedure: 
Digital Histopathology images were scaled down to 25% of 

the original size, with a final size of 1024 x 822 pixels (from 
40.4 MB to 3.4 MB). 

CNN models were created, using supervised learning, in 
TensorFlow & Keras to distinguish Macrotrabecular from 
other patterns (Microtrabecular & Pseudoglandular).  The 
model was programmed in Python. Details of the model de-
velopment are provided later. 

Accuracies of models were tested for four architectures (In-
ception V3, MobileNet V2, ConvNet, VGG), three optimizers, 
two loss functions, and with & without Data augmentation.  
Inception V3, RMSProp & Binary Cross entropy were chosen 
for the final training of models. Data augmentation improved 

ccuracy by ~25%. Transfer Learning was applied for Inception 
V3.

A total of 6 models were created (3 main + 3 
pre-test): Macrotrabecular vs. Microtrabecular, Macro-
trabecular vs. Pseudoglandular, and Macrotrabecular vs. 
Non-Macrotrabecular, and one pre-test model for each (e.g., 
macrotrabecular+microtrabecular vs. others (normal, cholan-
giocarcinoma, pseudoglandular) for the 1st main model). To 
improve the generalisability of models, images of tissue with 
pre-analytical lab-related artifacts such as tissue folds, cracks, 
stain deposits, and over and under-stained sections were ran-
domly mixed while modeling. The models were exported as 
tflite files. (Figure 2)

A mobile app was created with Flutter and Dart. The app 
(Livpath-AI) gives the option of 3 models to users, takes an 
image from the camera/gallery as input, runs the pre-test 
model, and provides prediction by running the main model if 
the pre-test was successful. (Figure 3)

Figure 1: Histopathological images of macrotrabecular (A, B); 
pseudoglandular (C, D); microtrabecular (E, F) patterns. [HE stains; 200x 
magnification] Anonymized digital images were used for the ML model 
development.

Figure 2: Data split for the creation of various models.

Figure 3: Livpath-AI Mobile App Workflow. Digital images acquired from 
the camera/gallery are analyzed by ML models, and the mobile application 
outputs the class probabilities.

ijhighschoolresearch.org
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The model was compiled using several optimizers and loss 
functions (one combination at a time) (Figure 10). 

The model was trained by defining the training, validation, 
epochs, and call back dataset (Figure 11).

Confusion matrices and AUROC curves were created 
based on test data predictions for the three main models. i.e., 
Macrotrabecular vs. Microtrabecular, Macrotrabecular vs. 
Pseudoglandular, and Macrotrabecular vs. non-Macrotrabec-
ular.

Internal validation was performed on the independent test 
set 2 with HE images of FFPE cancer tissues captured at 
400x magnification. External validation was performed by 
expert liver Pathologists of Public & Private hospitals by test-
ing deidentified anonymized digital images of HE stained 
and 200x magnification using the Livpath-AI app.

Convolutional neural network (ML Model): 
The model was programmed in Python using Tensorflow 

and Keras. Libraries used to carry out the task are shown be-
low. The data, in the form of a zip file, was extracted from 
Google Drive onto Google Colaboratory (Figure 4).  

The following code was written to carry out Data Augmen-
tation, that is, reshaping the same image by rotating, zooming, 
shifting, etc., to increase accuracy with a relatively small data-
set (Figure 5).

CNN Models with the following layers/architecture were 
prepared: InceptionV3 using transfer learning, MobileNet V2 
from Tensorflow, ConvNet with a Dense final layer for the 
binary prediction task, and VGG (Visual Geometry Group). 
These were used independently and not in the same notebook 
(Figures 6-9). 

Figure 4: Data import.

Figure 5: Data augmentation.

Figure 6: InceptionV3.

Figure 7: VGG.

Figure 8: ConvNet.

Figure 9: MobileNetV2.

Figure 10: Model compilation.

Figure 11: Training.

ijhighschoolresearch.org
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The model was exported as a .tflite file. A mobile app 
with Flutter, based on Dart Programming language, was fur-
ther created and published on Google Play Store (https://
play.google.com/store/apps/details?id=com.vivasvatrastogi.
livpathai). 

A link to the GitHub repository is as follows: https://
github.com/Vivasvat-Rastogi/flutterML
�   Results and Discussion
Performance Evaluation of Models: 
Initial training and validation were performed with differ-

ent combinations of architectures, optimizers, loss functions, 
and with or without data augmentation.  Accuracies are 
shown in Table 1. 

Based on the above, all the models were trained with In-
ceptionV3 architecture using transfer learning, rmsprop 
optimizer, binary cross entropy loss function, and data aug-
mentation. The final main models’ accuracies were in the 
range of 97.5-98.5 and are shown in Table 2.

The below confusion matrices show the actual vs. mod-
el-predicted data statistics. (Figure 12)

Training, validation, and test accuracies ranged from 96%-
98%. The area under ROC for different test groups ranged 
from 0.97-0.99. (Figure 13)

Internal validation in an independent set of images at 
higher magnification (400x) displayed an accuracy of 98%. 
Whereas, Livpath-AI-based external validation by two dif-
ferent expert pathologists showed an accuracy of 96%.
�   Discussion
In the present study, a machine learning model and a mo-

bile App were developed to detect an aggressive variant of 
liver cancer using digital histopathology images with high 
accuracy and objectivity in a very short time. Given the high 
tumor burden, scarcity of Pathologists, and concerns about 
the time & labor of expert Pathologists, this model has great 
significance.  Once HCC is diagnosed by Pathologists, Ma-
chine learning (ML) based detection of Macrotrabecular 
patterns can assist them by reducing their workload & saving 
time. Even lab staff or junior pathologists can capture and 
test digital images with the mobile App, and expert patholo-
gists can verify the model result remotely. Thus, in the present 
study, the integration of computational pathology & artificial 
intelligence was done to assist histopathologists.

HCC subtypes have distinct morphological characteristics 
and unique clinical and biological correlates. These subtypes 
are extremely relevant to prognosis and therapeutic decisions. 
Recent publications have highlighted the importance of tis-
sue diagnosis, especially for the subtypes of HCC in the era 
of molecular therapies.¹,³,⁵  

Ziol et al. identified a histologic subtype of HCC asso-
ciated with specific molecular features and poor prognostic 
factors such as large tumor size, high serum alpha-fetoprotein 
(AFP) levels, satellite nodules, and vascular invasion. The au-
thors designated this subtype as “MTM-HCC.” This subtype 
was an independent predictor of early and overall recurrence.¹

These studies developed CNN models based on histologi-
cal images and displayed high accuracy. In the study by Zeng 
et al., areas under the receiver operating characteristic curves 
(AUCs) for prediction ranged from 0.78-0.91. Their differ-
ent models generalized well in the validation dataset with 
AUCs ranging from 0.81- 0.92.¹¹ Cheng et al. model showed 
good performance with an AUC value of 93.5%.¹⁰ Lin et al. 
demonstrated over 90% accuracy of their CNN model for de-
termining HCC differentiation.
�   Conclusion
Summary:
Four thousand four hundred anonymized digital images of 

HCC tumor tissue were randomly segregated for the train-

Table 1: Initial experimentation accuracies – InceptionV3, Binary 
crossentropy, and RMSprop showed highest accuracies.

Figure 13: AUROC for Macrotrabecular versus non-Macrotrabecular was 
0.99

Table 2: Final models’ accuracies ranged from 97.5 to 98.5.

Figure 12: Confusion Matrices. Accuracy for different models 96-98%

ijhighschoolresearch.org



 5 DOI: 10.36838/v5i6.1

ing, validation, and test groups in a ratio of 4:1:1. Patch size 
for model development was 1024x822 pixels. CNN model 
was created in Python; TensorFlow and Keras were applied to 
distinguish macrotrabecular architecture from microtrabec-
ular and pseudoglandular. Different architectures (ConvNet, 
VGG, Inception V3, Mobile Net V2), optimizers & loss 
functions were experimented with and finally Inception V3 
(transfer learning), RMSProp, and Binary Cross entropy were 
chosen. Very high accuracy was achieved with InceptionV3 
and MobileNet V2. Confusion Matrix and AUROC showed 
high accuracy (96-96%) for internal and external validation 
data sets. In addition, Mobile App (Android and iOS) was 
created using Flutter & Dart.

In conclusion: 
ML (CNN) models created using digitized histopathology 

images of HCC showed good performance and high accuracy 
in detecting the MTM-HCC subtype. This model is the first 
to apply ML to assist Pathologists in diagnosing aggressive 
variants of liver cancer. ML models & Livpath-AI app 
quantifying the digital histopathological features can make 
Pathologist’s tasks less labor intensive and time efficient. Early 
diagnosis with highly accurate ML assistance to Pathologists is 
a step forward toward optimizing patient care.

The way forward is testing and validating on a large cohort 
of HCC images from different centers and applying other 
CNN architectures.  
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�   Introduction
The World Happiness Report is a measure of the general 

level of happiness in the world.¹ It measures happiness through 
a global survey, which includes questions about the demo-
graphic, economic, and emotional standpoints of the countries’ 
population. The main question of the survey is rating the sur-
vey taker’s level of happiness on a scale of 0-10, with 10 being 
the happiest, and 0 being the least happy. Typically, the coun-
tries that have a higher development level have a happiness 
rating above 7. Countries with a lower development level usu-
ally have a happiness rating below 5. For example, Iceland has 
a happiness rating of 7.554, whereas Kenya has a happiness rat-
ing of 4.607. This rating of happiness corresponds with certain 
statistics recorded by research and census surveys in its respec-
tive countries. Some aspects of a country that are included in 
the dataset are the country’s GDP per capita and the coun-
try’s healthy life expectancy. Intuitively, this means that there 
is some level of correlation between the aspects of a country 
that contribute to its development and the overall happiness 
of that country. With certain mathematical tools, the strength 
of the correlation between the happiness of a country and the 
statistics that define a country can be measured and quanti-
fied.² Calculus is an extremely useful mathematical concept to 
utilize while calculating the connection between variables and 
outputs.³ This type of calculation is called linear regression. It 
produces an equation correlating columns on a dataset (which 
represent data points) to the final output column in the dataset. 
The World Happiness Report is an excellent dataset to run a 
linear regression on as it contains many general trends between 
its variables and outputs, which can be found using linear re-
gression. One way to execute linear regression is by writing a 
program in Python.⁴ Python has many tools which make data 
analysis and linear regression clean and concise. It also offers 
visual representations of the data in low dimensions.

The rest of the paper is organized as follows. In the Limits 
and Differentiation, One-parameter Linear Regression, and 
Multiple-Parameter Linear Regression sections, we introduce 
limits, differentiation and linear regression, as well as small ex-
amples taken from the dataset, so if the reader is familiar with 

these concepts, they should feel free to skip to the Dataset sec-
tion.
�   Methods
Limits and Differentiation: 
To introduce linear regression, we need to be able to find the 

minimums of certain functions which is done via derivatives. 
Therefore, we remind the reader of some calculus concepts.

Informally, one can think of the limit³ of a function f(x) at 
the point x₀ as the value that f(x) approaches as x approaches 
x₀. The formal definition is as follows.

Definition. The limit of a function f(x) at the point x₀ is 
equal to L  if for every ε>0  there is a δ>0  such that if 0 <|x-x₀ 
|<δ, then |f(x)-L|<ε. We denote this limit by             f(x)=L if 
it exists. L if it exists.

A derivative at x₀ refers to the slope of the tangent line at 
that point on the function’s graph. The derivative’s importance 
to our research is that derivatives can help with minimizing 
functions. Minimums are useful for being able to discern which 
function best fits the data. 

≈This determines a function f ' (x) that we call the deriva-
tive of  f (x) if the limit is defined.

One-parameter Linear Regression: 
Linear Regression with one parameter is a statistical analy-

sis process that predicts and measures the correlation between 
two variables, the single input variable and the output vari-
able that we are trying to predict. It produces a line in the 
coordinate plane (along with the equation for the line) that 
correlates best with the given dataset. Linear Regression is 
performed by minimizing a certain loss function. Intuitive-
ly, a loss function⁷ minimizes errors of the model based on a 
training example or a dataset. We shall consider the case of a 
quadratic loss function which is known as the Least Squares 
Approximation method.
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Algorithm 1.  Suppose that the dataset consists of pairs (xi, 
yi), i = 1,…,n. We would like to approximate it by a line of the 
form y=kx+b , that finds the coefficients k  and b  that best 
approximate the data. Consider the loss function,

This function measures how close the actual data points are 
to the corresponding points on the line. For example, Figure 
1 entails a random dataset of 4 points A, B, E, and F. In the 
figure, the dotted lines are the distances corresponding to the 
individual terms in the loss function. This function has one 
local minimum⁷ (kmin, bmin ), obtained by solving the system 
of linear equations

where the ∂ stands for the partial derivative defined as fol-
lows.

Definition. We define the partial derivative⁵ of function 
L(k,b) with respect to k  as

This determines a function that is the derivative of the 
function L(k,b) solely through the change of k , with b acting 
as a constant. The partial derivative of function L(k,b) with 
respect to b is defined as

This equation is like the first partial derivative, however, 
instead of b  acting as a constant, k  acts as a constant to make 
the derivative only depend on the change of b .

The system of equations produces the global minimum of 
the function corresponding to the best level of correlation be-
tween the predicted line and the dataset.

Example 1. In the following example, we are taking a 
sample of the dataset we are using for this research. We are 
comparing the GDP column with the Ladder Score column, 
which essentially compares the economic status of a country 
to the average happiness rating in that country. The single 
parameter is the Logged GDP per capita, and the output is 
the Happiness Rating at the country level. Figure 2 depicts 
that there is a linear correlation between the two.

Once linear regression is performed on the data (using Least 
Squares Approximation) the line-of-best-fit that is produced 
has 
 b=-1.3719060741319824, k=0.73203909

As shown in Figure 2, the line does correlate with the data 
well.

Multiple-parameter Linear Regression:
Linear Regression with multiple parameters k₀,…,kn can 

calculate the strength of correlation of multiple variables. 
There are multiple input variables and only one output vari-
able. It provides a linear function of the form

  k₀x₀+k₁x₁+⋯+knxn+b
that best approximates the data (using the least squares 

method to judge how good the approximation is). The method 
is a direct generalization to Algorithm 1 (the loss function is 
similar but now depends on k₀,…,kn,b).

Algorithm 2. Suppose that the dataset consists of vectors 
(x₁i,…,xni,yi ),i=1,…,m. We would like to approximate the 
dataset by a hyperplane⁸ of the form y=k₁x₁+k₂x₂…+knxnn+b, 
that finds the coefficients k₁,…,kn and b  that best approxi-
mate the data. Consider the loss function

This function has one local⁷ minimum (k₁min,…,knmin,bmin ), 
obtained by solving the system of linear equations

where the ∂ symbol is the partial derivative of the loss func-
tion with respect to the variable that follows. The system of 
equations is the global minimum of the function correspond-
ing to the best level of correlation between the predicted 
hyperplane and the dataset.

Example 2. In this example, we are once again taking a 
sample of the dataset we are using for this research. We are 
comparing the GDP column and the social support column 
to the Ladder Score column. This compares the correlation 
between both the economy of a country and the social situ-
ation of a country with the average happiness rating in that 
country. Figure 3 depicts a plane that correlates with the data 
for these parameters well.

Figure 1: Example of a predicted line for a data set.
Figure 2: The line-of-best-fit depicts a correlation between GDP and 
Happiness.
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import pandas as pd
from sklearn import linear_model
import statsmodels.api as sm
data = pd.read_csv('world-happiness-report-2021.csv')
The pandas library is a Python, open-source package fo-

cused on data analysis and allows for multiple-parameter 
linear regression. Once this package is imported, we will then 
have to import the dataset for analysis. The “hyperplane-of-
best-fit” will be found, and the correlation of the data will be 
measured between certain parameters and the average hap-
piness in that country. The regression coefficients that are 
produced by the code will show the respective dataset col-
umns’ effect on country-level happiness. The full code can be 
found on request, as the rest of the code is merely formatting 
and setting up the linear regression.

The main way to measure correlation is Pearson’s coeffi-
cient.⁶ We set the coefficient equal to a variable P  (Which 
it is in the data table in Section 5). If |P|=1 then the dataset 
correlates perfectly with the predicted function. If 1>|P|>.7, 
then the dataset correlates strongly with the predicted func-
tion. When .7>|P|>.3, then the dataset somewhat correlates 
with the predicted function. When .3>|P|>0, then the dataset 
weakly correlates (and does not correlate at all when |P|=0) 
with the predicted function. The resulting findings will be an-
alyzed by the following code:

print(correlation.loc[['Logged GDP per capita','Social 
support','Healthy life expectancy','Freedom to make life 
choices','Generosity','Perceptions of corruption'],'Ladder 
score'])

model = sm.OLS(Y, X).fit()
predictions = model.predict(X)
print_model = model.summary()
print(print_model)
�   Results and Discussion
Upon running the code, we get,

Approximating three significant digits, the hyperplane of 
best fit is as follows:

f(x₁,x₂,x₃,x₄,x₅,x₆)=0.280x₁+2.476x₂+0.030x₃+2.010x₄+0.36
4x₅-0.605x₆-2.237

where x₁ is the input for Logged GDP per capita, x₂ is the 
input for social support, x₃ is the input for Healthy life expec-
tancy, x₄ is the input for Freedom to make life choices, x₅ is the 
input for Generosity, and x₆ is the input for Perceptions of cor-
ruption. The regression coefficients indicate the contributions 
that each input makes toward the Ladder Score. Intuitively, 
the results mean that all the columns have a positive effect 

Once linear regression is performed on the data (using 
Least Squares Approximation) the plane-of-best-fit that is 
produced (with coefficients approximated to 3 digits) is

  z=0.472x+3.333y-1.639
Dataset:
The original source used for this research contains data 

from about 150 countries. The dataset consists of columns of 
data that contain values for each country.² The Ladder score 
specifies the average country-level happiness rating. The 
dataset has the following columns of importance, which we 
will use as parameters¹:

• Logged GPD per capita: The subsequent explanation of 
the data references how per capita measurements are more 
accurate than total measurements of GDP, as such the col-
umn should be described as a per capita metric.

• Social Support: This column gives a scale on how much 
support an individual in the country feels they receive from 
others around them.

• Healthy Life Expectancy: This column provides the aver-
age number of years a person born in that country is expected 
to live based on previous years and interpolation and extrap-
olation.

• Freedom to Make Life Choices: This column gives a 
measure of how the government allows the

population to make decisions.
• Generosity: This column is the average level of generosity 

throughout the population of the country.
• Perceptions of Corruption: This designates a relative level 

of corruption in a country.
The columns of the 5 happiest countries are shown in Ta-

ble 1
Implementation:

For this research, all coding and linear regression will be 
done in Python.⁴ First, for linear regression to be possible, 
we will need to import the pandas library (along with other 
libraries), so the dataset can be read. Lines 1-4 of the code 
achieve this.

Figure 3: A plane predicted by the data points.

Table 1: Data about the 5 happiest countries.

Table 2: Coefficients (coef ) and Pearson’s correlation coefficient (P) 
produced by code.

ijhighschoolresearch.org



 10 DOI: 10.36838/v5i6.2

when considering the magnitude of each column’s effect on 
happiness, the regression coefficients’ values do not accurately 
reflect their respective column’s impact on happiness. This is 
because, when considering the scale of the actual data values, 
social support and Freedom to make life choices are measured 
on a 0-1 scale, whereas inputs like Logged GDP per capita 
and Healthy life expectancy are measured on a much larger 
scale, causing the regression coefficients to be larger with re-
spect to columns with lower data values instead of their actual 
effect on happiness. When each column is put to the same 0-1 
scale (including Ladder score), and linear regression is applied 
again, the regression coefficients change significantly, and the 
resulting equation is
f(x₁,x₂,x₃,x₄,x₅,x₆)=0.415x₁+0.310x₂+0.297x₃+0.249x₄+0.025x₅
-0.072x₆-0.285

It is important to note that following the scale changes, the 
Pearson correlation coefficients do not change in comparison 
to the P column in Table 2. Indeed, merely scaling the data 
does not alter the correlation of the input data with the out-
put data but produces regression coefficients so that they more 
accurately reflect each column’s effect on happiness. The co-
efficients show that Logged GDP per capita has the largest 
effect on happiness, followed by social support, and the Per-
ceptions of corruption column is the only data column that 
has an adverse effect on happiness. This interpretation of the 
regression coefficients produced by linear regression illustrates 
the effectiveness of linear regression in showing statistical 
trends in datasets such as the World Happiness Report.
�   Conclusion
To use linear regression with multiple parameters effec-

tively, one must first be able to employ derivatives on loss 
functions to be able to find the minimum of that function. 
Once this is achieved, linear regression can be used to mea-
sure the correlation that parameters have to the overall output. 
The regression coefficients show that the World Happiness 
Report contains data values that correlate strongly with coun-
try-level happiness, exemplified by the regression coefficients 
in the equation produced by the linear regression calculation.
�   Future Research
Some research could involve other aspects of countries that 

could be quantified. The economy and government system 
(GDP, Social Support, and Perceptions of Corruption) are 
emphasized in our research, but some social examples include 
the Crude Birth Rate (CBR), and Crude Death Rate (CDR), 
which measure the number of births per 1000 people, and the 
number of deaths per 1000 people respectively. Along with 
this, some historical developments, such as economic failures 
and social unrest, could affect happiness.⁹ These parame-
ters could have a relatively strong correlation with the data, 
as these values tend to change with development. Another 
way to extend this research is to use an output other than 
the World Happiness Report. This may include the Human 
Development Index (HDI)¹⁰ or the Quality-of-Life measure 
(QoL). This will influence which parameters correlate well, 
as development and quality of life may depend on parameters 
that are not equally as important to happiness.
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�   Introduction
Over the last three decades, evidence has emerged linking 

air pollution and cardiovascular mortality and morbidity, and 
pollution is responsible for approximately 9 million deaths per 
year, about 1 in 6 deaths globally.¹ The island nation of Taiwan 
has both high levels of air pollution and a population more sus-
ceptible to stroke, making it an interesting avenue to examine 
this issue. In 2020, 16% of Taiwan’s population was 65 years old 
and above, a share which is projected to grow to 40% by 2060.² 
Health conditions such as cardiovascular diseases, stroke, and 
diabetes are increasingly common due to the island’s aging 
population. In addition, stroke is the leading cause of complex 
disability, often leaving survivors and their families with severe 
financial issues due to their inability to work. Increasing air 
pollution has influenced stroke morbidity and mortality world-
wide, including in Taiwan. One form of pollution, particular 
matter or PM₂.₅ (tiny particles or droplets in the air that are 
two and one-half microns or less in width), is capable of en-
tering the lungs and the bloodstream, causing cardiovascular, 
cerebrovascular (stroke), and respiratory issues.³ Although the 
biological links between stroke and air pollution have been 
thoroughly examined, a holistic review of all research on this 
topic in Taiwan has not been done in the last three decades. 
Therefore, this review set out to evaluate the extent to which 
different forms of air pollution in Taiwan have affected the sus-
ceptibility to stroke of its population throughout the years. 
�   Introduction to air pollution
What is Air Pollution?: 
Air pollution is a general term that includes a mixture of nu-

merous components from various sources. Currently, airborne 

particulate matter (PM) and gaseous pollutants such as ozone 
(O₃), sulfur dioxide (SO₂), carbon monoxide (CO), and nitro-
gen oxides, including nitrogen dioxide (NO2) and nitrogen 
oxide (NO), are considered to pose a risk to human health.⁴ 
PM₂.₅ is generally accepted as the most harmful to human 
health due to the range of health effects it is associated with, as 
well as its ubiquity in the environment.⁵  

Human-produced air pollution typically comes from sources 
such as vehicle emissions, fuel oils, and natural gas used to heat 
homes, byproducts of commercial manufacturing, and power 
generation– specifically coal-powered power plants. Natural 
air pollution is another contributor; smoke released by wild-
fires, ash and gasses from volcanic eruptions, and gasses such 
as methane are all produced naturally, though human activities 
can exacerbate negative impacts.⁶ 

Increasing Global Concerns: 
While global rates of air pollution are improving, 99% of 

the global population still breathes air that exceeds the World 
Health Organization’s air quality limits.⁷ Over 6,000 cities in 
117 countries are now monitoring air quality, but their residents 
are still being exposed to harmful levels of fine particulate mat-
ter and nitrogen dioxide. Low and middle-income countries 
are exposed to the highest pollution levels, with less than 1% of 
cities in compliance with WHO recommendations.⁷ 

Air pollution is especially harmful to already vulnerable pop-
ulations. In 2021, an estimated 40,000 deaths under the age of 
five were directly linked to PM₂.₅ air pollution.⁸ Populations 
with different biological coping capacities– the elderly, fetus-
es and children, and people with pre-existing diseases are far 
more impacted by air pollution than average.⁹ In the United 
States, a meta-analysis found a strong negative association be-
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tween socioeconomic status and air pollution exposure and a 
similar trend in other areas, including New Zealand, Asia, and 
Africa.¹⁰ Recent research also shows that exposure to PM₂.₅ 
increases both the risk of contracting COVID-19 and suffer-
ing more severe symptoms when infected, including death.¹¹

Taiwan’s Vulnerability to Pollution:
Air pollution in Taiwan was the highest among the Four 

Asian Tigers– Hong Kong, Singapore, South Korea, and 
Taiwan–¹² and even higher than some cities in China and 
Southeast Asia. Additionally, the annual PM₁₀ (particulate 
matter with a diameter of 10 micrometers or smaller) average 
in Taipei ranked 1,089 out of 1,600 cities worldwide.¹³ The 
yearly average of PM₂.₅ exposure in Taiwan has been at 20-30 
[μg/m3]-- four to six times the current WHO guidelines– for 
the past three decades.¹⁴, ⁵⁵ 

Taiwan’s mountainous topography and robust industri-
al sector contribute to its high air pollution concentration. 
Taiwan’s capital city is situated within the Taipei Basin– a 
“bowl” surrounded by mountains.¹⁵ This causes the formation 
of temperature inversions (when air temperature increases 
by height, trapping cooler air below), which can trap smog 
and other pollutants.¹⁶ Polluting industries are concentrat-
ed in specific locales; industrial centers are located along 
its northern and western coasts, surrounded by water and 
high mountains. Domestic sources of pollution, such as in-
cineration of organic matter, combustion of fossil fuels, and 
automobile traffic within cities, also contribute to the pollu-
tion issue.¹⁷

How Air Pollution Spreads:
Air pollution can spread worldwide through wind pat-

terns and jet streams, meaning that pollution originating 
in Asia can still affect places on the other side of the world. 
East Asian pollutants such as carbon monoxide (CO), nitro-
gen oxides (NO), particulate matter (PM), and sulfur oxides 
(SOx)¹⁸ are emitted from combustion and industrial sources 
and are carried toward the equator by cold winds.¹⁹ These 
pollutants cross the North Pacific Ocean in the mid to upper 
troposphere (the lowest region of the atmosphere) and have 
even been documented to descend to the surface in North 
America.²⁰ Studies have recorded frequent exportation of 
Asian dust, sulfate aerosol, and mercury to western North 
America.²⁰ In 2006, export-related air pollution originating 
in China accounted for 12 to 24% of sulfate concentrations 
in the Western United States.⁵⁶ Precipitation and transpor-
tation of food can also distribute pollution.²¹ Hemispheric 
transport of air pollution is especially difficult to control be-
cause it would likely require international regulation.⁵⁶

Many cities in western Taiwan are affected by both local 
and transboundary pollutants; Taiwan’s geographic location– 
close to the southeast of China– often receives transboundary 
pollution from East Asia and Indochina.²² Despite rapid 
progress in combating the issue, China remains the tenth 
most polluted country globally, with particulate pollution 
almost four times the WHO guideline.²³ Northeastern mon-
soons in the winter can transport airborne particulate matter 
(PM₂.₅) from northern China, Korea, and Japan towards 
downwind regions such as Taiwan and the Philippines.²⁴ 

This type of long-range transport causes the deterioration of 
regional and ambient air quality in those areas.²⁵

How Air Pollution Affects the Body (Biologically):
In 2019, the Global Burden of Disease Study found that air 

pollution– which includes ambient particulate matter pollu-
tion (with a diameter of <2.5 μm; PM₂.₅)– contributed to 213 
million DALYs (disability-adjusted life years) and 6.67 million 
deaths.²⁶ In Latin America, where large populations were ex-
posed to relatively high levels of air pollution, a meta-analysis 
found that an increased risk of mortality was strongly associ-
ated with increased ambient concentrations of PM₁₀ and O₃ 
gasses– previous corroborating observations in other parts of 
the world. The same study also found that people with lower 
socioeconomic status, infants, and young children were more 
susceptible to both PM₁₀ and O₃.²⁷ Primary and secondary 
pollutants can also exacerbate the effects of climate change, af-
fecting public health through more extreme temperatures and 
lessening crop yields.²⁸

Various diseases and health conditions are associated with 
air pollution, most commonly of the respiratory and circu-
lar systems. For example, in response to higher ambient PM 
concentrations, hospital admissions in the United Kingdom 
for several cardiovascular and pulmonary diseases acutely in-
creased.²⁹ It was also found that prenatal or perinatal exposure 
to air pollutants could lead to the late onset of respiratory 
diseases in children and adults.³⁰ Particulate matter can en-
ter the bronchopulmonary tract, passing multiple protective 
mechanisms depending on the size and chemical nature of the 
pollutants.³⁰ For example, PM₂.₅ can invade more deeply into 
the lungs due to its smaller size. 

Additionally, air pollution also impairs human health 
through both development and chronic disease. Exposure to 
vehicular pollutants was associated with quantifiable impair-
ment of brain development in the young and the exacerbation 
of cognitive decline in the elderly.³¹ PM₁₀ air pollution may 
also be associated with higher average blood sugar levels in 
newly diagnosed type 2 diabetes patients.³² Additional correla-
tions were also found with preterm birth, reproductive health, 
rheumatic diseases, and neurodegenerative diseases.³³-³⁶

Air pollution can enter the body through the skin or the 
lungs when we breathe, where it can then enter the blood-
stream.³⁷,³⁸ Because of its ubiquity in our environments and 
how easily it enters the body, it can be almost impossible to 
avoid the health effects of pollution. Air pollution can affect 
ecosystems in various ways– causing acid rain, contaminating 
water sources and soil, and even killing plants or animals.³⁹

Overview of Stroke:
A stroke, also known as a brain attack, occurs when the blood 

supply to part of the brain is blocked or a blood vessel within 
the brain bursts. In both cases, parts of the brain become dam-
aged and die, which can cause lasting brain damage, long-term 
disability, or even death. The brain controls the body’s move-
ments and functions, stores memories, and is the source of all 
thoughts, emotions, and language. To work correctly, the brain 
needs oxygen-rich blood, which the arteries supply. However, 
brain cells start to die within minutes if something blocks the 
blood flow, causing a stroke.⁴⁰  
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air pollution and health, ischemic stroke, and air pollution in 
Taiwan. The main database used was the United States Na-
tional Library of Medicine’s PubMed database. I additionally 
reviewed the references section of each article to find addition-
al information. This search covered 29 peer-reviewed articles 
published between 1995 and 2022, cited throughout. 

Using Excel functions, I calculated the R2 values and 
correlation coefficients from data on the mortality rate of cere-
brovascular diseases and the recorded levels of different air 
pollutants from 2010 to 2015 in Taiwan. The data for mor-
tality rate was obtained through the Statista database and was 
cross-referenced for accuracy with studies of cerebrovascular 
mortality rate in Taiwan from the literature examined in this 
review.⁴⁹,⁵³ The pollutant data was obtained from a cohort 
study conducted in Taiwan, which used data on air pollutants 
from air quality monitoring stations across Taiwan and evalu-
ated the risk of stroke using stroke data from Taiwan’s universal 
health insurance program.⁴⁹
�   Results and Discussion
Data Analysis:
I compiled stroke and air pollution data in Taiwan to 

investigate the trends and plotted them to identify poten-
tial correlations. Figure 1 shows the annual cerebrovascular 
disease mortality rate and year from 2010 to 2020, demon-
strating the overall trend for stroke prevalence in the past few 
decades. Figure 2 shows the annual NO₂, SO₂, PM₂.₅, NOX, 
and O₃ pollution rates in Taiwan versus the year to illustrate 
pollution trends throughout the study period (annual average 
pollution levels are summarized across periods with varying 
pollution levels). Both stroke and pollution rates have been 
on a downward trend in Taiwan. Then, individual pollutants 
were plotted with annual cerebrovascular mortality rates to 
determine whether the two factors were correlated (Figures 
3-7). PM₂.₅ and O₃ pollution seemed to be the most correlat-
ed with stroke prevalence, with correlation coefficients of 0.72 
and 0.892, respectively. The other forms of pollutants had 
lower correlation coefficients ((Figures 3-7; Table 1).

In 2019, stroke was the second leading cause of death glob-
ally, and prevalence increases as the world population ages.⁴¹ 
Additionally, more and more young people are being affect-
ed; the burden of stroke in people under 65 years increased 
over the past few decades, with the incidence rising by 25% 
amongst adults between 20 to 64 years.⁴²

Quick treatment is critical for recovery, but in a survey done 
by the CDC, only 38% of respondents in the United States 
were aware of all significant symptoms and knew to call 911.⁴³ 
Due to its ability to cause immense damage to a person’s health 
in the span of minutes, its growing prevalence, and the lack of 
life-saving awareness surrounding its treatment, stroke is an 
extremely critical public health issue. 

Stroke in Taiwan:
Stroke is the third leading cause of death and the most 

common cause of disability in Taiwan.⁴⁴ Other factors such as 
age, gender, hypertension, diabetes, obesity, atrial fibrillation, 
and smoking contribute significantly to stroke morbidity. The 
average years of potential life lost before age 70 for stroke is 
13.8 years. Stroke also significantly burdens the Taiwanese 
national healthcare system, costing an estimated 475 million 
US dollars.⁴⁴ 

In contrast to Western countries⁴⁵, the incidence of stroke 
is rising in Taiwan, according to a study presented at the 
ASEAN Federation of Cardiology Congress in 2018. After 
adjusting for the aging population, the incidence of ischemic 
stroke increased from 110 to 122 per 100,000 person-years, 
and intracerebral hemorrhage rose from 30 to 38 per 100,000 
person-years.⁴⁶ Cardiovascular disease remains a significant 
cause of death in Asian populations, and previous reports 
have shown that stroke is more common in Asian than in 
Western populations.⁴⁶ In 2002, 60% of the world’s total 
stroke mortality occurred in East Asia.⁴⁷ Asian populations 
tend to be more susceptible to stroke due to aging popula-
tions and underlying genetic predispositions.⁴⁸

Summary of Literature on Air Pollution and Stroke in 
Taiwan :

The link between pollution rates and cerebrovascular 
disease burden in Taiwan has been examined in numerous 
previous studies. The general consensus is that increased rates 
of hospital admissions for a variety of cardiovascular events 
are associated with short term⁵⁷-⁶¹ exposure to pollutants such 
as nitrogen dioxide (NO₂), sulfur dioxide (SO₂), ozone (O₃), 
and PM₂.₅ and PM₁₀ and that certain patients (such as those 
with advanced age and hypertension) are more susceptible to 
air pollution’s impacts on hospitalization.⁶² 

Residents of Kaohsiung– a city on the southwest coast of 
Taiwan and the center of the island’s heavy industry– showed 
elevated rates of cerebrovascular disease.⁶⁰ Sources of pollu-
tion include frequent Asian dust storm (ADS) events (when 
dust originating in Mongolia and China is windbloswn to 
Taiwan)⁶³,⁶⁴, and traffic-related pollution.⁶⁵,⁶⁶
�   Methods
A comprehensive search of peer-reviewed journals, articles, 

and reports was completed using a set of key terms, including 
stroke and air pollution, stroke and Taiwan, air pollution and 
cardiovascular disease, pollution and cerebrovascular disorder, 

Figure 1: The annual mortality rate of Cererovascular diseases in the years 
2010 to 2021.
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Figure 2: Years 2010 to 2015 and annual rates of pollutants NO₂, SO₂, 
PM₂.₅, NOX, and O₃.53, 49.

Figure 3: The annual rates of cerebrovascular disease mortality and 
pollution (NO₂), 2010 to 2015.53

Figure 4: The annual rates of cerebrovascular disease mortality and 
pollution (SO₂), 2010 to 2015.49, 53

Figure 5: The annual rates of cerebrovascular disease mortality and 
pollution (PM₂.₅), 2010 to 2015.49, 53

�   Conclusion
The variation in the correlation between pollutant types 

and the stroke mortality rate has interesting implications. 
PM₂.₅ and O₃ pollution seemed to be the most correlated 
with stroke prevalence, with correlation coefficients of 0.72 
and 0.892, respectively. O₃ had the highest concentrations 
overall, which may be the reason behind its higher correla-
tion coefficient. Also, PM₂.₅ not only had higher reported 
concentrations but is also considered one of the most dan-
gerous pollutants for humans due to its small size and ability 
to travel deeply into the respiratory tract.³ However, NOx 
pollution– which had similar concentrations as PM₂.₅– did 
not seem to correlate as strongly. This may be because NOx, 
while harmful, is generally considered less dangerous to hu-
man health than other forms of pollution, including ozone 
and particulate matter. 

The American Heart Association has found that high-
er levels of air pollution may trigger cerebrovascular events 
through both long and short-term exposures.⁵⁴ Major studies 

Figure 6: The annual rates of cerebrovascular disease mortality and 
pollution (NOx), 2010 to 2015.49, 53

Figure 7: The annual rates of cerebrovascular disease mortality and 
pollution (O₃), 2010 to 2015.49, 53

Table 1: R2 values and correlation coefficients for each pollutant with the 
mortality rate of cerebrovascular diseases, from highest to lowest correlation.
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conducted in the U.S., Europe, and Asia found that not only 
are higher levels of ozone correlated with a risk of premature 
death but also that lower levels of ozone can still cause serious 
harm.⁵⁰ A 2017 study in the United States found that old-
er adults faced a higher risk of premature death, even when 
ozone levels remained well below national standards.⁵¹ PM₂.₅-
₁₀ has also been linked to illness, hospitalization, and death.⁵⁰ 
Researchers in a study of six U.S. cities tracked particle pollu-
tion and health outcomes from 1974 to 2009 and estimated 
that the U.S. could prevent around 34,000 premature deaths 
yearly by lowering annual particulate matter levels by 1 μg/
m³.⁵² In the past three decades, the annual average of PM₂.₅ 
exposure in Taiwan has ranged from 20 to 30 [μg/m³] (four 
to six times the World Health Organization’s guidelines).¹⁴, 
⁵⁵ Taiwan’s robust industrial sector and its geography and to-
pography exacerbate the population’s vulnerability to adverse 
pollution-related health effects.¹⁵-¹⁷ Some studies have even 
suggested an interaction between pollutants.²⁷ It is plausible 
that higher correlations between O₃ and PM₂.₅ pollution and 
stroke are related to both their high concentrations in the at-
mosphere and the known dangers they pose to human health. 

Since the primary data regarding pollutants only spanned 
from 2010 to 2015, the findings could be more compre-
hensive in their adaptability. In the future, larger-scale 
investigations into the link between air pollution and stroke 
should be explored and analyzed for differences in the types 
of pollutants and other factors. Additionally, current data and 
trends should be followed longitudinally to understand the 
relationship between the variation in pollution and stroke 
mortality rates. As life expectancies grow, age-related medical 
conditions, such as stroke, will continue to impact a growing 
proportion of the global population. Simultaneously, experts 
are analyzing climate issues– including but not limited to air 
pollution– more and more for their public health implica-
tions. As such, an investigation into the topic of stroke and air 
pollution in Taiwan has global significance.  
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ABSTRACT: This paper endeavours to tackle the challenges of poor sanitation and water conservation in public toilets. Inspired 
by real-world experiences and the critical need to enhance sanitation while conserving essential resources—such as water, human 
resources, cleaning materials, and time—an IoT device has been conceptualized. The proposed solution is a 'Microcontroller-Based 
SMART Urinal cum Disinfectant Flush System,' which operates similarly to a sensor-based urinal and also offers automatic 
cleaning. Moreover, its smartness allows extensive possibilities for further enhancement. It uses microcontrollers (ESP2866, 
ESP32), Time of Flight (ToF) sensors, Latching Solenoids, Solenoid Drivers, a DC motor, a water flow sensor, a sound recording 
cum player, and a speaker. The ESP2866 microcontroller continuously measures distance via a ToF sensor installed at the urinal. 
Suppose a person remains within proximity to the urinal for over 5 seconds. In that case, it triggers the microcontroller to confirm 
the person's presence and initiate water flushing for a specific duration after leaving. In addition, if the ESP2866 microcontroller 
detects the presence of any person, it triggers playing customized announcements. Simultaneously, the ESP32 microcontroller 
oversees water flow using a water flow sensor. If water flow exceeds a specified duration, the ESP32 microcontroller activates a 
buzzer to indicate potential water leakage. Programmed timings enable the ESP32 to control the central water supply solenoid, 
turning it OFF, and the ESP2866 activates the urinal flush solenoid and the DC motor submerged in disinfectant flushes 
disinfectant in the urinal for a set period. After disinfectant flushing, the ESP32 turns ON the central solenoid to restore the 
main water supply. At the same time, the ESP2866 deactivates the Urinal Flush Solenoid to halt water flow in the urinal and starts 
performing the routine. The flushing cycle can be changed from post-urination to pre- & post-urination, and it can be customized. 
Parameters such as the person-sensing distance, water flow duration, disinfectant flushing time and duration, etc, are customizable. 
The functionality of automated Urinal Flush, Disinfectant Flush, and a customized announcement system were tested using the 
designed embedded electronic IoT device. Arduino IDE was used to program Microcontrollers ESP32 and ESP2866.

KEYWORDS: Engineering Mechanics, Internet of Things; Smart Urinal; Disinfectant Flush, Microcontroller; ESP32, 
ESP2866, Solenoid, TOF sensor, Arduino IDE.

�   Introduction
The idea of developing a solution to improve sanitation, hy-

giene, and water conservation in Public Toilets has come to 
mind after observing/experiencing poor sanitation and hygiene 
in several public toilets in various places and cities. The fol-
lowing are a few sample photos (Figure A, Figure B, Figure C, 
Figure D) of the toilets observed.

 

The Honorable Prime Minister of India, Sri. Naredra Modi 
Ji launched the Swachh Bharat Mission on 2nd October 2014 
to achieve universal sanitation coverage and to put the focus 
on sanitation, "open-defecation free" (ODF), by 2 October 
2019. This has improved sanitation conditions very signifi-
cantly across all parts of India. However, to make these great 
efforts sustainable and successful, adopting the latest technolo-
gies - Embedded Electronics, Information & Communication 
Technology; easing the operations, maintenance, and supervi-
sion of Public Toilets.    

The availability of clean and hygienic toilets is a citizen’s 
fundamental right. However, India’s growing urbanization, vast 
geographical area, prevailing systems, and practices made it an 
enormous task for Urban Local Bodies to provide hygienic 
public toilets and maintenance. 

Hygiene maintenance is essential in public toilets (Viz.: 
Schools, Educational Institutions, Hospitals, Hotels, Theatres, 
Malls, Cities, etc.) to overcome the spread of Covid-19 like a 
pandemic. Public Toilets are one of the vulnerable places for 
spread of deceases. The physical touch of taps and faucets in-
creases the spread of harmful bacteria. 

Still, people are scared of using public toilets because of poor 
hygiene and foul smell/odor, causing people to prefer to urinate 
openly. This is due to poor maintenance, poor supervision, and 
bad usage of toilets by the public. 

Figure A: unhygienic surroundings 
of Public Toilet

Figure B: unhygienic condition of 
Urinals

Figure C: unhygienic condition of 
Urinal

Figure D: unhygienic surroundings 
of Public Toilet
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Drawbacks of existing traditional Urinals:
1. Manual operation of the valve/faucet, requiring physical 

touch, posing hygiene concerns.
2. Reluctance to engage with the valve post-urination, lead-

ing to incomplete or absent flushing.
3. Necessity for more frequent cleaning of the urinal basin, 

demanding increased human resources.
4. Unpleasant odors due to inadequate flushing.
5. Potential water wastage caused by valve malfunctions.
6. No mechanism for remote monitoring and supervision.. 
Drawbacks of existing Sensor based Automatic Urinals:
1. Fixed flush duration without manageability.
2. Predefined time for flush activation, typically occurring 5 

to 10 seconds after a person leaves.
3. Lack of control over the triggering distance for the flush 

mechanism.
4. Absence of a disinfectant flushing system to maintain 

cleanliness in the urinal basin.
5. Increased maintenance requirements for battery-operat-

ed systems, particularly challenging when managing multiple 
Sensor-based Urinals, demanding more supervision.

6. Inability to monitor water consumption or detect leak-
ages.

7. Absence of mechanisms for monitoring usage analytics 
& remote supervision of toilets.

After exploring various contemporary solutions for auto-
mated urinal flush systems, it was found that none addresses 
all the essential aspects. To overcome these limitations, de-
vised an IoT (Internet of Things) based Smart Urinal cum 
Disinfectant flush system aimed at addressing the constraints 
above. This system serves as a foundational step towards de-
veloping a more comprehensive solution.

Description of the project:
IoT (Internet of Things) – Smart Urinal cum Disinfectant 

Flush System (Figure E) consists of three parts and are: 

a. Smart Urinal.
b. Smart Control System.
c. 4G Wi-Fi Hotspot. 

Software:
Arduino IDE is used for programming the Microcontrollers 

in this project.
Working:
Flow chart of Smart Urinal cum disinfectant flush sys-

tem:

a. Smart Urinal:
It is designed using microcontroller ESP2866, L9110S 
– Dual Channel H-Bridge motor driver (as solenoid driv-

er), TOF Sensor –VL5310X, Sound Recorder – ISD 1820, 
Speaker 0.5W, Latching Solenoid valve. The functioning of 
the Smart Urinal is explained with a flow chart in Figure F.

1. It establishes an internet connection via a 4G Wi-Fi 
hotspot and synchronizes its time from an NTP server.

2.  It automatically detects a person within a defined prox-
imity for a specified period and initiates water flushing after 
the person urinates and leaves. In this project, the activation 
range is set between 5 cm to 50 cm, and the minimum set du-
ration is 5 seconds. If a person enters and exits the proximity 
in less than 5 seconds within the range of 5 cm to 50 cm, the 
system will not activate the flush. These parameters are adjust-
able based on requirements.

3. The flush duration can be customized and it is set as 10 
Sec. in this project.

4. As soon as sensor detects a person within specified 
distance, it plays customised audio. In this project, the an- 
nouncement is  – “This is an automatic urinal flush system. 
Please urinate in the urinal only”. It can be modified as you 
wish.

5. Distance of activation can be modified through the web 
page. 

 b. Smart Control System:
It is designed using microcontroller ESP32, L9110S – 

Dual Channel H-Bridge motor driver (as solenoid driver), 
Buzzer, Single Channel Relay, 5V water motor pump, 
Latching Solenoid valve, tank for disinfectant liquid stor-
age, Non-return Valve, Water Flow Sensor - YF-S201.

Figure E: Block diagram of loT based Smart Urinal cum Disinfectant Flush

Figure F Figure F
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Results:
a. 
 i. Automatic Urinal Flush is working fine per the 

programmed parameters, distance of activation, and the time 
period of flushing.

 ii.The minimum time to activate (5 Sec has been set 
as the minimum time to enable flushing. If the user doesn’t 

stay 5 Sec., Flusher will not activate) 
 iii. Tested modification of the distance of activation 

through the web page.
b. Disinfectant Flush is working well as per the programmed 

parameters    
(Disinfectant flush period).
c. Tested Water Leakage detection alert.
d. Tested customized announcement from Urinal Flushing 

System.  
�   Conclusion
The IoT - Based SMART Urinal cum Disinfectant Flush 

System is better than the contemporary Urinal Flush Systems/
solutions. It is more manageable and can be customized. It has 
a disinfectant flush system, differentiating it from any other 
available solutions. It has tremendous scope for the market in 
Urban Local Bodies, Universities, Educational Institutions, 
Hospitals, Hotels, etc. It reduces manual scavenging work. It 
can be further developed into a more comprehensive solution 
suitable for smart cities using Artificial Intelligence.

Scope for improvement:
This project holds significant potential for further devel-

opment, utility enhancement, and market expansion with the 
adaption of latest technologies Artificial Intelligence, Data 
Analytics. Few of them are:

a. Development of a "Data Acquisition, Monitoring & 
Analytics System – Cloud/Centralized Server" offering the 
following capabilities:

 i.  Tracking water consumption on a daily/monthly 
basis.

 ii. Analyzing Smart Urinal Usage Patterns to identi-
fy faulty or problematic urinals, simplifying maintenance and 
planning. Real-time online monitoring of all smart toilets 
across various geographical scales— individual, street, city, 
state, country.

b. Development of a Dashboard for centralized monitor-
ing of all the public toilets accessible via a mobile application. 
This system will monitor Water and Disinfectant levels and 
the number of flushes per urinal.

c. Integration of provisions for urine sample analysis, po-
tentially alerting individuals using an Ammonia Sensor. For 
instance, individuals consuming insufficient water could re-
ceive alerts prompting them to increase water intake.

d. Monitoring of battery levels remotely and alerting in case 
of low battery. Utilization of Solar power.

e. Automated sanitizer spraying in toilets and automatic 
filling of water tanks in Public Toilets.

f. Miniaturization of the device for increased efficiency and 
practicality.

The functions of the Smart Control System are explained 
with a flow chart in Figure G. It performs flushing of disinfec-
tant, Water Leakage detection, and alerting. 

1. When the Smart Control System is turned ON, it con- 
nects to the internet through a 4G Wi-Fi hotspot and updates 
its time from the NTP server.

2. When the Smart Control System is turned ON, it con-
nects to the internet through a 4G Wi-Fi hotspot and updates 
its time from the NTP server.

3. As per the desired schedule, the central water supply sole-
noid will stop the main water supply, and then the disinfectant 
motor will be turned ON for a programmed period (for 15 Sec 
in this project). 

4. The disinfectant liquid will be sent into the main water 
pipeline through a non-return valve, as shown in Figure E.

5. After 15 Sec. the central water supply solenoid will start 
the flow of water from the main water line.

6. It is programmed to turn ON the Smart Urinal’s solenoid 
valve at the same scheduled time for disinfectant flushing. So 
that as soon as the main water supply is turned OFF by the 
Smart Control System, Smart Urinal’s solenoid will be contin-
ued to be in open for 30 Sec. 

7. First, for 15 seconds, the disinfectant will be flushed, 
and for the next 15 seconds, the water will be flushed.    This 
cleanses the urinal with disinfectant. All the parameters are 
programmable. After the 30 seconds, Smart Urinal’s solenoid 
valve will be closed automatically.

8. ESP 32 microcontroller continuously receives the water 
flow rate from the water flow sensor. If the water flows con-
tinuously for more than a specified period, it will alert through 
Buzzer. In this project, 0.5 liters/minute is taken as minimum 
usage, and the period is taken as 120 seconds. If the use is more 
than 0.5 liters continuously for more than 120 Sec., it will alert 
through Buzzer. 

c. 4G Wi-Fi hotspot: 
It is used for Internet connectivity. Smart Control System 

and Smart Urinal will work synchronously with the clock syn-
chronized with NTP Server.

Advantages:
1. Improved sanitation and hygiene. Water will be flushed 

automatically after urination.
2. Water will be conserved. Water will be flushed as pro-

grammed.
3. Touchless. No spreading of bacteria/virus through the 

touch of taps/faucets.
4. Flushing of Disinfectants reduces the frequency of man-

ual cleaning of Urinals.
5. Water leakages can be detected. As a result, water loss 

can be prevented.
6. All the parameters – Distance of activation, Flush time 

duration, water leakage rate, Disinfectant, etc. can be pro-
grammed. 

7. Foul smell/odor can be reduced significantly. 
8. Human resources for cleaning can be minimized. 
9. The cost of maintenance will be minimized.
10. Much public money can be saved through transparency.
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Prototype Circuit:
Smart Urinal Circuit: 

Smart Control System:
Disinfectant Flushing, Water Detection & Water Leakage 

Alert Board

Modification of Distance of Operation through Web 
Page:

Inputted 50cm through the web page, and the result is in 
Arduino IDE:
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ABSTRACT: Teams need more ability to invest due to luxury taxes and revenue sharing. Recruiting a star player involves 
a high opportunity cost to the franchise in the form of diminished cap space or sacrificing future assets like draft picks and 
possible role players. Therefore, resources must be allocated in a way that would maximize their competitive performance and 
intern revenue. This research collects archival data from twenty-four teams over thirty-two seasons (1990-2022) and utilizes it to 
estimate how the allocation of player investment affects a team’s competitive outcome. The research uses a panel data regression 
to analyze the relationship between specific control variables and the outcome variable of interest. The findings of this paper show 
that marginally increasing the share of salary allocated to the top player increases the regular season winning percentage by 24.35. 
However, the study finds a weak correlation between paying higher for star-caliber players and a team’s postseason performance/
likelihood of winning a championship.

KEYWORDS: Behavioral and Social Sciences; Sports Economics; NBA; Salary Allocation; Competitive Performance.

�   Introduction
At the start of the 2020-2021 season, James Harden, 2018 

MVP (Most Valuable Player) and six-time All-NBA First 
Team superstar, signed with the Brooklyn Nets. Harden joined 
forces with two fellow superstars: Kevin Durant and Kyrie Ir-
ving, to form the ‘Big 3’.¹ The franchise paid them a whopping 
$115 million combined that year, more than 60% of the entire 
roster salary.² Hence, high expectations were set for the team 
that season, with some reports even citing them as favorites to 
win the 2020 championship. However, they crashed out of the 
playoffs in the second round of the Eastern Conference and, 
in the following season, were swept four-zero by the Boston 
Celtics in the first round.

On the other hand, were the 2003-04 Detroit Pistons. The 
team ranked 17th in spending in the league that year, with only 
$53 million spent on players. Yet, despite not having a high-
ly-paid superstar, the team marched into the playoffs, having 
secured an impressive 54-28 in the regular season.³ The Pis-
tons eventually clinched the title after defeating several notable 
teams, including the Spurs with Tim Duncan, the Lakers with 
Shaquille O’Neal, and the Timberwolves with Kevin Garnett. 
(The three stars have been inducted into the Naismith Memo-
rial Basketball Hall of Fame, arguably the greatest achievement 
of a basketball player.)

These examples highlight alternative team-building strat-
egies employed by NBA franchises to maximize competitive 
performance. (It is important to note that competitive perfor-
mance may not be the franchise’s sole objective.  While not the 
direct empirical focus of this paper, the franchise might also 
employ a specific team-building strategy to maximize game 
attendance⁴, ticket sales, and merchandise revenue.) One is 
to recruit a small number of high-salaried, “blue chip” players.  
This leaves less cap space to pay the remaining players on the 

roster. The other is to find better value players, perhaps find-
ing undervalued veterans or developing young players from the 
draft, and to allocate cap space more evenly across the squad. 
This paper aims to answer the following questions: what is 
the return, in terms of competitive performance, to spending a 
greater share of team salary on top-tier players? Does spreading 
out investment like the Pistons always pay off? Would better 
allocation of the Nets’ financial resources have enabled them 
to succeed? 

To address these questions empirically, we use data from 
24 NBA teams across 32 seasons to explore the relation-
ship between salary allocation to top players and competitive 
performance (i.e., regular and postseason wins, playoff ap-
pearances, and NBA championships). Like any other financial 
entity, NBA franchises are driven by a profit motive. Using this 
research's conclusions, teams can identify the best way to uti-
lize resources and available cap space to improve competitive 
outcomes. 

The paper is organized as follows. Section 2 of the introduc-
tion covers the background information on various details of 
the NBA player labor market. Section 3 and section 4 of the 
introduction review the literature’s relevant strands and briefly 
describe the data, respectively.  Section 5 introduces the empir-
ical methodology, and section 6 presents the estimation results 
and interprets them. Finally, we conclude with discussions and 
offer suggestions for further research in Section 7.
�   Background
The NBA consists of 30 teams in the Eastern and West-

ern Conferences. Every season, teams in the league compete 
to win as many games as possible in the regular season. Teams 
who finish with a regular season record in the top eight of 
each conference then face off in the playoffs, where teams are 
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In addition to competitive outcomes, NBA franchises are 
owned by private citizens and seek to turn a profit. The 2021 
season witnessed the NBA generate its highest revenue of 
$10 billion, with most teams increasing their valuation.⁵ The 
question arises: Wouldn’t richer teams of the league be able to 
recruit more skilled workers, i.e., more basketball players and 
more productive ones?  Moreover, how exactly should teams 
combine players of different skill levels and, therefore, differ-
ent salaries to maximize competitive performance? 

We begin with some details on the labor market of the 
NBA. Teams can acquire new players through the annual 
draft, free agency⁶,⁷, through trades, and signing up players 
in the G-league.⁷ Teams get their draft picks out of 60 avail-
able players based on their previous season's performance. 
Through the drafts, they could acquire talent and develop 
rookies into potential championship players for the team. 
In addition, teams could strive to have NBA veterans who 
can help guide the team. Alternatively, teams can settle for 
recruiting proven superstars to maximize their chances of 
winning in the season.

While wages have grown for both the highest and low-
est-paid players, the distribution of salaries remains highly 
uneven. For example, the minimum salary for the 1990-1991 
season was $120,000, while the highest-paid player, Pat-
rick Ewing, received $4.25 million.⁸ When these figures are 
compared to the 2021-2022 season, where $925,000 is the 
minimum salary, and $45.8 million was the maximum,⁹ it is 
clear that the pay has skyrocketed, and so have the payment 
differentials.

A few rules and guidelines have been set to combat this, 
namely, the Salary Cap, which was reintroduced from the 
1984-1985 season onwards.¹⁰,¹¹ The cap is a “soft” one, which 
means that teams are not totally restricted by the cap space 
and will be allowed to exceed it provided they pay a luxury tax 
($1.5-$4.25) per dollar on the amount exceeded. The salary 
cap for the 2021-2022 season was $112.4 million, with the 
luxury tax threshold at $136.6 million.¹²

Another policy put into place is the NBA revenue sharing. 
As part of this, teams are obliged to contribute a percentage 
of annual revenue to a league-wide pool which is then divided 
equally among all teams. Revenue sharing aims to bridge the 
revenue generated by larger market teams, such as the Los 
Angeles Lakers, and small market teams, like the Cleveland 
Cavaliers, for instance. The revenue pool is divided equally 
between each team regardless of their contribution to the 
pool. The league considers a team a revenue recipient if its 
contribution is below its average payroll. The revenue given to 
receiving teams is funded by teams that contribute more than 
the average payroll.¹³
�   Literature Review
We analyzed some of the peer-reviewed literature on 

sports economics to give context to our study of the optimal 
team-building strategy in the NBA. First, concerning how 
team investment aligns with the profit-maximization objective 
of the NBA franchise, previous research has found that NBA 
players are paid approximately their marginal revenue prod-
uct.¹⁴,¹⁵ In other words, more productive players tend to 

bring more value to the franchises’ bottom line and therefore 
are compensated with bigger paychecks.

Liu's¹⁵  key findings show that a team earns 300k more for 
every win in the regular season and 600k more if the season 
ends with the team as champions. In addition, teams can earn 
5k more annually for every additional seat added to the stadi-
um. It also found that teams earned $898,070 more for every 
additional million dollars spent on their roster.

Li¹⁶ uses a regression model to find the relationship between 
star power, team quality, and attendance. The author finds that 
for the 2015-16 and 2016-17 seasons, the presence of even 
one superstar at a game significantly boosted ticket sales, re-
gardless of if the player was on the home or visiting team. This 
was especially evident in low-level, small-market teams. For 
example, LeBron James playing against the Milwaukee Bucks 
would lead to a larger boost in ticket sales when compared to if 
he were to play against the Miami Heat, a more popular team.

However, this study is most similar in scope to Hatcher,¹⁷ 
which focuses on the impact of superstars on their team's 
valuation, wins, and revenue. The top 40 players with the 
highest player-efficiency rating (PER) were selected and ana-
lyzed over five seasons. PER considers field goals, free throws, 
three-pointers, assists, rebounds, points, steals, missed shots, 
turnovers, and personal fouls. Like Li,¹⁶ Hatcher finds a great 
advantage for teams when one superstar plays. However, add-
ing subsequent superstars has only modest marginal benefits. 
Having more than two superstars on a particular team increas-
es the number of wins but plays a smaller role as a factor in a 
franchise’s revenue or valuation. The lesson learned from this 
work is that team-building is likely a combinatorial problem: 
finding the right mix of talent is more important than simply 
loading a squad with superstars. This study differs from Hatch-
er’s because it examines a franchise's relative salary allocation 
to top players instead of the player's competitive ranking. 

Other work, such as Nourayi’s,¹⁶ finds a strong relationship 
between attendance and winning percentages. Hence, using 
these results, it can be concluded that teams must aim for 
a strong performance in the regular and postseason to earn 
higher revenues. This paper will build on Nourayi’s work by 
seeing if teams can attain these higher records by allotting 
their financial resources in a particular way. 
�   Methodology
Regression is a (1) empirical (2) statistical model: we spec-

ify a relationship between variables and then use statistics to 
estimate the strength and direction of the relationship using 
real-world data.  Our objective is to define a model that cap-
tures the relationship between key variables of interest and, 
given our research question and data at hand, estimate the pa-
rameters using statistical techniques. This will inform us of the 
nature of the relationship between the variables of interest: a 
team’s player investment strategy and the team’s competitive 
performance. Panel Data Regression is a specific class of re-
gression model that uses data varying by entities (e.g., teams) 
and time (e.g., seasons).  This approach has the distinct ad-
vantage of allowing us to control for both (1) time-invariant 
differences between NBA franchises and (2) time-varying in-
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NBA finals. From this data, we construct our key explanatory 
and outcome variables of interest. Specifically, our key explan-
atory metric is the percentage of total team salary taken up by 
the top ‘n’ players (where ‘n’ is some integer n = 1, 2, …) for a 
given team. Similarly, we construct our outcome metric as a 
team’s regular season and play-off winning percentage.

One interesting phenomenon in our data is that most vari-
ables we consider are relatively symmetric in distribution (Table 
1). In other words, the means are similar to their respective me-
dians. While this precludes variation across teams and seasons, 
it suggests that there are few outlying teams concerning these 
metrics. In other words, teams are employing slight variations 
in the player investment strategies with differing results.

�   Results and Discussion
Our core result finds that spending a greater share of team 

salary on star players significantly impacts regular season win-
ning percentage. The results for a set of regressions in which 
team salary share allocated to the top player is regressed on the 
regular season winning percentage is contained in Table 2.  In 
our preferred specification (Column 5 of Table 2, a model with 
fixed effects and covariate controls), we find that for the aver-
age team, marginally increasing the share of salary allocated to 
the top player increases the regular season winning percentage 
by 24.35 However, there is not a strong relationship between 
paying for star-caliber players and postseason performance 
(Table 3), postseason appearance (Table 4), or the likelihood of 
winning a championship (Table 5).

Our analysis uncovers some interesting empirical facts to 
complement our core results.  First, a championship won last 
season improves the chances of winning in the current season. 
Second, a postseason appearance last season actually nega-
tively impacts your chance of a championship in the current 
season. Finally, a franchise has a greater chance of being in the 
postseason this year if they won last year’s title. These results 
suggest that teams who go deep into a postseason likely carry 
over strong players into the next season but winning a champi-
onship still needs to be achieved.

fluences that impact all teams. These are commonly known 
as individual fixed effects and time-fixed effects, respectively.

Let i denote a particular team and t denote season. Let yit  
denote the outcome variable of interest for team i in season t 
(e.g., regular season or postseason winning percentage). Let xit 
denote the explanatory or exogenous variable of interest for 
team i in season t (e.g., the percentage of team salary allocated 
to top n players).  Our panel data regression model is as fol-
lows:

yit  =αxit  + βwit  + δi  + γt  + εit
In this formulation, α is the effect of increasing the salary 

allocation towards the highest-paid player on a team’s winning 
percentage, on average, holding all other factors constant.  wit   
is a vector of time and team-varying covariate controls that 
can potentially explain the competitive outcome. Therefore 
β is the vector of coefficients associated with covariate influ-
ence. Depending on the exact outcome measure considered, 
the covariates might include current season total team salary 
expenditures, previous season salary share allocated to the top 
player, and competitive performance in the previous season, 
including regular season winning percentage, postseason ap-
pearances, and whether the team won the NBA championship 
last year or not. Finally, δi  and γt are the team and time-fixed 
effects, respectively. Hence our estimation strategy attempts to 
control for as much variation in the outcome as possible when 
estimating the impact of salary allocation, using a combination 
of covariate controls and fixed effects. Finally, εit represents all 
remaining unobserved influences that might possibly drive a 
team’s winning percentage.

We estimate a set of models that follow the panel data 
econometric specification stated above. In addition, we consid-
er several distinct outcomes: regular and postseason winning 
percentage, regular and postseason net wins, whether the 
team made a playoff appearance, and whether the team won 
the NBA championship that season. For each of the outcome 
variables, we estimate a sequence of increasingly complete 
specifications, starting with a bivariate regression using the 
outcome and the explanatory variable of interest (i.e., the share 
of team salary allocated to the top player) and subsequently 
adding covariate controls, team fixed effects and season fixed 
effects. Our covariate controls include total salary, total salary 
paid last season, pay paid to the top player last season, reg-
ular season winning percentage last season, and whether the 
team made playoffs or won the championship last season. We 
include these controls to reduce the possibility of omitted vari-
able bias, which occurs when factors that drive the outcome 
variable are not included in the regression and lead to incorrect 
estimates of the effect of the key explanatory variable.
�   Data
The data was collected from multiple sources, including 

Hoopshype,²  Basketball Reference,³  ESPN,¹⁰  and Spotrac.¹² 
This included data from 24 NBA franchises over 32 seasons 
(twelve teams selected randomly from each of the two confer-
ences). The observable metrics that we gather are player salary; 
regular season wins, regular season losses; postseason wins and 
losses, total postseason games played, whether the team made 
an NBA finals appearance, and whether the team won the 

Table 1: Summary statistics outline the sample data collected.
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Table 2: Summarizes the coefficient estimates from a regression of regular 
season winning percentage on the share of a team’s salary paid to the highest-
paid player for our sample of franchises and season-level outcomes-present 
alternative specifications with different combinations of fixed effects for each 
column.

Note: This Coefficient estimate standard errors are presented in parentheses 
below the coefficient. Statistical significance codes at the 1- level: 0 '***' 0.001 
'**' 0.01 '*' 0.05 '.' 0.1 ' ' 1.

Table 3: Summarizes the coefficient estimates from a regression of 
postseason winning percentage on the share of a team’s salary paid to the 
highest-paid player for our sample of franchises and season-level outcomes-
present alternative specifications with different combinations of fixed effects 
for each column.

Note: Coefficient estimate standard errors are presented in parentheses 
below the coefficient. Statistical significance codes at the 1- level: 0 '***' 0.001 
'**' 0.01 '*' 0.05 '.' 0.1 ' ' 1.

Table 4: Summarizes the coefficient estimates from a regression of a 
postseason appearance on the share of a team’s salary paid to the highest-
paid player for our sample of franchises and season-level outcomes-present 
alternative specifications with different combinations of fixed effects for each 
column.

Note: Coefficient estimate standard errors are presented in parentheses 
below the coefficient. Statistical significance codes at the 1- level: 0 '***' 0.001 
'**' 0.01 '*' 0.05 '.' 0.1 ' ' 1. 

Table 5: Summarizes the coefficient estimates from a regression of a 
championship on the share of a team’s salary paid to the highest-paid player 
for our sample of franchises and season-level outcomes-present alternative 
specifications with different combinations of fixed effects for each column.
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�   Discussion
The research results demonstrate a superstar’s positive im-

pact on a franchise’s regular season record. This effect seems 
likely to operate over a longer stretch of games, as the player 
over the regular season would generate higher points per game, 
assists, and rebounds for the team.  However, as teams face off 
in the postseason, multiple factors come into play. Perhaps it is 
the fact that postseason success is harder to come by as there 
are fewer opportunities, there is an increased level of competi-
tion, and likely many outcomes come down to chance. It might 
also be the case that the offensive prowess of superstars is lim-
ited in the postseason as teams increase defensive pressure. We 
find only a weak relationship between increasing the top play-
er’s salary and postseason success. Interestingly, there also isn’t 
a strong correlation between star players and postseason ap-
pearance. This might be attributed to several factors, including 
injuries, load management, teams tanking to get better draft 
picks,²⁰,²¹ and constantly changing rosters.

This study has limitations. Firstly, this research utilizes a 
limited number of control variables. Additional control vari-
ables which can be taken into consideration and may influence 
the results of the regression include the experience of the 
coach, the number of years the players have played together (a 
team’s chemistry), investment into facilities, how experienced 
players are, and the percentage of the roster which is healthy. 

The results of this study motivate further research into team 
building and the economics of sports. First, it would be in-
teresting to delve deeper into the factors that influence the 
likelihood of postseason performance. What components of 
team composition increase the likelihood of winning a cham-
pionship? This kind of research would pair well with the 
regular season results documented here, as to make it into the 
postseason, a franchise needs to perform well in the regular 
season first.  Second, the effectiveness of superstars is likely 
to vary across different professional basketball leagues or even 
across different sports.  Do we still see a positive impact of 
paying for high-caliber players in leagues outside the NBA?  
Moreover, do superstars strongly impact competitive perfor-

Note: Coefficient estimate standard errors are presented in parentheses 
below the coefficient. Statistical significance codes at the 1- level: 0 '***' 0.001 
'**' 0.01 '*' 0.05 '.' 0.1 ' ' 1.

mance in other sports where team sizes, player roles, and the 
nature of the game are different? We could easily bring our 
methodological framework to bear on these different empir-
ical settings.
�   Conclusion
This paper fulfills the objective of finding the best way for 

franchises to maximize their on-court performance by influ-
encing the distribution of salary allocation of players. Given a 
team's limited ability to invest, paying for superstars provides 
the greatest marginal utility for a team in terms of competitive 
performance. Thus, if a team struggles to make the playoffs, 
one of the better courses of action would be to allocate a 
greater percentage of cap space to the top one or two play-
ers. This can be done by extending the contract of an existing 
star-caliber player or acquiring a new player through trades. In 
addition, teams can also take advantage of increased revenue 
from a superstar, as shown by Li.¹⁶ While teams not star-stud-
ded still win championships occasionally, they are much rarer, 
and the outcome is less predictable. This study, however, did 
not find a significant correlation between player investment 
and postseason performance, indicating that teams may not 
be able to improve their chance at a championship only by 
changing their spending patterns alone.
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ABSTRACT: Mutations in Kirsten rat sarcoma virus (KRAS), a protein from the GTPase protein family, are involved in up to 
20% of tumors that lead to pancreatic, colorectal, and lung cancers. While it is difficult to directly target KRAS protein with small 
molecule drugs due to the limited number of active binding sites on KRAS, antisense technology using oligonucleotide drugs has 
shown promising effects in anti-cancer treatments. To overcome the challenge of natural oligonucleotide intracellular delivery, 
polymer-assisted compaction of DNA (pacDNA) technology has been developed. pacDNA conjugates are synthesized via click 
chemistry using an azide functionalized non-cationic PEG (polyethylene glycol)-based nanoparticle and dibenzocyclooctyl 
(DBCO) conjugated antisense DNA. The pacDNA conjugates showed cytotoxicity in a dose-dependent manner in KRAS-mutated 
cancer cell lines. In contrast, the PEG-based polymer and naked DNA showed no toxicity as evaluated by a dimethylthiazol-
diphenyltetrazolium (MTT) based assay. Furthermore, following protein expression (western blot test) analysis, pacDNA 
conjugates were shown to downregulate KRAS protein expression; KRAS protein levels in the study were lower than that of the 
controls. These results indicate that pacDNA comprised of PEG-based polymer and antisense DNA could be potentially effective 
therapeutics for cancer treatment.
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�   Introduction
The human rat sarcoma virus (RAS) gene family is com-

posed of three types, including Neuroblastoma rat sarcoma 
virus (NRAS), Harvey rat sarcoma virus (HRAS), and Kirsten 
rat sarcoma virus (KRAS) forms. KRAS is a protein isoform of 
RAS with the greatest mutability among them.  KRAS protein 
belongs to the GTPase protein family in normal cells, func-
tioning as a signal switch to relay messages from extracellular 
to intracellular environments.² KRAS proteins are inactive 
when binding to guanosine diphosphate (GDP) but are active 
when binding to guanosine triphosphate (GTP).³ KRAS mu-
tations have been discovered to be involved in the pathogenesis 
of up to 20% of tumors, with their occurrences resulting in high 
rates of pancreatic, colorectal and lung cancers,⁴ which gener-
ally have poor responses to standard anti-cancer therapies such 
as chemotherapy.⁵ Due to the limited number of active binding 
sites in KRAS proteins, using them as a potential direct drug 
target is challenging.⁶ Nonetheless, recent research and devel-
opment suggest that only a few of potential drug cansdidates 
can bind directly to specific KRAS conformations.⁷ 

In 2021, the Food and Drug Administration (FDA) ap-
proved the first drug, sotorasib, a small molecule that targets 
the KRAS mutant protein, G12C, in treating non-small cell 
lung cancer.⁸,⁹ In 2022, FDA granted accelerated approval to 
another small molecule, adagrasib, targeting the same KRAS 
mutant protein.¹⁰ As cancer drug resistance is the principal 
limiting factor for effective treatment in the clinic, develop-
ing different chemical modalities or using cocktail therapy is 
vital in cancer treatment.¹¹ Unlike small molecule drugs, anti-
sense oligonucleotide drugs target mRNA of interest and have 

shown to be a promising anti-cancer treatment.¹² Currently, 15 
oligonucleotide drugs have been approved by FDA.¹³ Regarded 
as disruptive therapeutics, oligonucleotide drugs are cost-effec-
tive, relatively easy to manufacture, and can target undruggable 
pathways.¹⁴ AZD4785 is the first anti-KRAS antisense oligo-
nucleotide targeting KRAS mRNA that was put in the clinical 
study.¹⁵ Unfortunately, the clinical research failed because of 
lack of efficacy;¹⁶ as oligonucleotides are highly negatively 
charged and thus pose a challenge for cellular uptake and good 
distribution. To overcome these difficulties, Professor Zhang’s 
lab at Northeastern University is developing KRAS antisense 
therapeutics using a platform technology, polymer-assisted 
compaction of DNA (pacDNA).¹⁷

pacDNA technology leverages the benefit of both nanopar-
ticles and PEG to deliver a target DNA. Nanoparticles showed 
great potential as drug carriers; currently, several successful lipo-
some-based nanoparticle drugs or vaccines have been approved 
by FDA, including COVID-19 mRNA vaccines.¹⁸  Recently, 
a novel polyethylene glycol (PEG) based nanoparticle vehicle 
was developed and exhibited great activity in drug delivery. The 
nanostructure provided mounted DNA moiety with enhanced 
nuclease stability and improved cellular uptake.¹⁹ Using PEG-
based nanoparticles as a novel delivery system shows excellent 
application potential because PEG is an excipient widely used 
in drug formulations.²⁰ 

In this study, an antisense DNA oligonucleotide (targeting 
mouse KRAS mRNA) was conjugated to PEG nanoparticles 
via non-cleavable bonds. First, the free antisense oligonucle-
otide was purified with reverse-phase high-performance liquid 
chromatography (HPLC), and the polymer-DNA conjugate 
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was synthesized and thereafter and purified through gel per-
meation chromatography (GPC). Then, the final pacDNA 
was characterized by gel electrophoresis. Lastly, the conju-
gates were evaluated in a cell-based cytotoxicity assay and 
western blot analysis of KRAS protein levels. 
�   Methods
Oligonucleotide: 
The 16-mer KRAS antisense oligonucleotide (ASO) tar-

gets mouse KRAS mRNA, and the sequence is 5’-CAT GTA 
AAT ATA GCC C-3’. The dibenzocyclooctyl (DBCO)-con-
jugated 16-mer KRAS ASO was synthesized in collaboration 
with coworkers from Professor Zhang’s lab using standard 
solid-phase phosphoramidite methodology in an Applied 
Biosystems 391 DNA synthesizer. First, 5’-DBCO was in-
corporated into the sequence using a commercially available 
5’-DBCO-TEG phosphoramidite. Phosphoramidites and 
supplies for DNA synthesis were purchased from Glen Re-
search Co. All DNA strands were cleaved and deprotected 
from the CpG support using aqueous ammonia at room 
temperature for 24 hours. Finally, the crude oligonucleotide 
mixture was purified through reverse-phase HPLC.

Synthesis of PEG Conjugated Polymer: 

The PEG conjugated polymer (Figure 1) was synthesized 
in collaboration with coworkers from Professor Zhang’s lab 
according to a previously reported method.  The polymer was 
purified by dialysis and lyophilized for future use.

A General Method for pacDNA Synthesis:

Azide-modified brush polymers were dissolved in water to 
make a 50 μM solution. DBCO-modified DNA (100 nmol) 
was dissolved in 1 mL azide-brush polymer solution, and 
~160 mg of NaCl was added to make a final concentration of 
2 M NaCl solution. The mixture was incubated while shak-
ing at 50oC for 16 hours on an Eppendorf Thermomixer. The 
mixture was purified through GPC with a mobile phase 

of 0.1 M NaNO3. The purification fractions containing the 
conjugate were collected. After pooling and concentration, the 
solution was then run through NAP 25 column for desalt-
ing. The final solution was lyophilized to form a white powder 
(Figure 2) and analyzed via gel electrophoresis.

MTT Cytotoxicity Assay: 
Free DNA, pacDNA, and polymer were evaluated indi-

vidually by a dimethylthiazol-diphenyltetrazolium (MTT) 
cytotoxicity assay in two different cell lines: mouse KRAS 
cell lines D658 and K273.¹⁶ 1.0 x 10⁴ cells were placed into 
96-well plates which were preloaded with 180 μL DMEM 
medium per well. The plate was then incubated for 24 hrs at 
37 oC before free DNA, pacDNA, and the polymer was added 
to make a final volume of 200 μL. The testing concentration 
of free DNA, pacDNA and polymer were at 0.1 μM, 0.25 
μM, 0.5 μM, 1 μM, 2 μM, 3 μM, 5 μM, 10 μM. Phosphate 
buffered saline (PBS) was used as the control and added to a 
96-well plate. After incubation for 48 hours at 37 oC, MTT 
stock solution (20 μL, 5 mg/mL) in PBS was added to each 
well. The plate was then incubated for additional four hours 
at 37 oC. After removing the medium with unreacted MTT, 
200-μL dimethylsulfoxide (DMSO) solution was added to 
each well to dissolve the purple crystals. The plate was then 
put in a microplate reader to detect the absorbance at 490 nm.

Western Blot Analysis: 
2.0 x 10⁵ cells were placed into 24-well plates, which were 

preloaded with Roswell Park Memorial Institute (RPMI) 
medium and incubated overnight at 37 °C with 5% carbon 
dioxide. Then, free DNA, pacDNA, polymer (10 μM, 500 
μL final volume) serum-free medium, and PBS control were 
added to each well and incubated for 4 hours before the medi-
um was replaced with a complete medium. The 24-well plates 
were then incubated for 68 hours. Following the manufactur-
er’s protocol (Cell Signaling Technology, Inc), the cells were 
harvested and lysed with lysis buffer. The extracted protein 
was then quantified using a BCA kit (Thermo Fisher), and 
an equal amount of protein (5 ug per lane) was loaded onto 
sodium dodecyl sulfate (SDS) gel. After gel electrophoresis 
and electrotransfer to a nitrocellulose membrane, the mem-
brane was incubated with 3% bovine serum albumin (BSA) in 
Tris buffer with 0.05% Tween-20 for 1 hour at room tempera-
ture. After that, the membrane was incubated with primary 
antibodies overnight at 4°C. The membrane was then washed 
3 times and incubated with secondary antibodies for 1 hour 
at room temperature. Finally, the bands were visualized after 
incubation with chemiluminescence (ECL western blotting 
substrate, Thermo Scientific). ImageJ software was used to 
quantify western blot images by comparing the protein KRAS 
with that of the housekeeping protein glyceraldehyde 3-phos-
phate dehydrogenase (GAPDH).
�   Results and Discussion
DBCO-DNA Purification: 
The oligonucleotide crude after solid-phase synthesis was 

purified by reverse phase HPLC (acetonitrile and 0.1 M tri-
ethylammonium acetate (TEAA)). The elution of desired 
product was fractionalized and collected based on UV absor-
bance at both 260 nm and 310 nm shown in Figure 3. DNA 

Figure 1: Chemical Structure of PEG-conjugated polymer.

Figure 2: Reaction to produce pacDNA.
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by dehydrogenase enzymes in living cells and change the yel-
low-colored solution to a purple crystal soluble in DMSO; this 
color change can be quantified by spectrophotometric means.

In Figure 6 and Figure 7, both free DNA and polymer had 
over 90% cell viability in mouse KRAS cell lines D658 and 
K273, whereas, in the case of pacDNA, cell viability decreased 
depending on the concentration of pacDNA. The cell viability 
leveled off when pacDNA concentration increased from 0.1 to 
10 μM. At 10 μM, the cell viability was below 50% in both cell 
lines, which confirmed the toxicity against the KRAS-mutated 
cancer cell line.

Western Blot Analysis: 
Western blot is an antibody-based technology to detect 

proteins of interest, particularly proteins of low abundance.²²  
From Figure 8, pacDNA showed inhibition of KRAS protein 
in both D658 and K273 cell lines, while free DNA and poly-
mer showed similar band intensity as blank. GAPDH, which 
was a housekeeping protein, was used as a loading cont

�   Discussion
Although two small molecule drugs targeting mutated 

KRAS have been approved by the FDA most recently, they 
only target G12C mutated KRAS. Conversely, oligonucle-
otides offer an expanded range of targeting options for various 
types of mutations found in the KRAS protein, implying more 
significant potential as an anti-KRAS therapy for cancer treat-
ment. The major challenge in oligonucleotide application is 
their low transfection efficiency due to the negative charge 
of the DNA backbone. Therefore, it is necessary to depend 
on a delivery vehicle to overcome the barrier of intracellular 
delivery. Traditional cationic drug delivery carriers for oligo-
nucleotides generally have toxicity issues²³ and are unsafe to 

had an absorbance at 260 nm, while unique DBCO moiety 
had an absorbance at 310 nm. Therefore, the 310 nm trace in-
dicated a successful DNA strand and signaled that the correct 
product was generated.

Separation and analysis of pacDNA conjugate: 
The pacDNA conjugate was then purified and analyzed by 

GPC. From Figure 4, pacDNA with a larger size was eluted 
earlier than unreacted DNA with a smaller size. The conver-
sion of conjugation is around 85% (based on the GPC peak 
area ratio).

Agarose Gel Confirmation: 
The purified pacDNA was loaded onto agarose gel with free 

DNA as control. From Figure 5, after ethyl bromide staining, 
free DNA and pacDNA showed different locations on the gel, 
which further confirmed the success of the click reaction and 
the generation of desired pacDNA conjugate with a signifi-
cantly larger size.

MTT Assay: 
MTT assay is a robust cell proliferation assay that can mea-

sure cell viability after treatment. The assay utilizes the yellow 
tetrazolium (3-(4,5-dimethylthiazolyl-2) - 2,5-diphenyltetra-
zolium bromide. This tetrazolium salt (MTT) can be reduced 

Figure 3: HPLC Chromatogram of DBCO-DNA Purification.

Figure 4: GPC Chromatogram of purified pacDNA conjugate.

Figure 5: Ethyl bromide-stained agarose gel.

Figure 6: MTT assay of free DNA, pacDNA, polymer in mouse KRAS 
cell line D658.

Figure 7: MTT assay of free DNA, pacDNA, polymer in mouse KRAS cell 
line K273.

Figure 8: Western blot analysis of 10 μM free DNA, pacDNA, and 
polymer in both D658 and K273 cell lines.
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use in anti-cancer therapy. The utilization of non-cationic bot-
tlebrush polymer comprised of biocompatible PEG polymer 
is shown to be both safe and effective in delivering oligonu-
cleotides. In this study, pacDNA conjugates were synthesized 
via click chemistry of DBCO-conjugated antisense DNA and 
PEG-based polymer. The HPLC analysis showed success-
fully synthesized DBCO-DNA strands. The DNA-polymer 
conjugates were then subjected to GPC purification and gel 
electrophoresis analysis as pacDNA had a larger size and 
was eluted earlier. In contrast, the DBCO-labeled DNA was 
smaller and was eluted later. Therefore, a desired pacDNA 
conjugate was prepared.

The MTT cell cytotoxicity assay was tested in both D658 
and K273 cell lines, PEG-based polymer and naked DNA 
showed no toxicity, and the cell viability was above 90% even 
at the highest concentration (10 μM), in contrast, pacDNA 
conjugates showed cytotoxicity in a dose-dependent manner. 
The cell viability leveled off when increasing dosages; at the 
highest 10 μM concentration, both cell lines showed less than 
50% cell viability. The cell cytotoxicity results showed that the 
pacDNA could inhibit the growth of KRAS-mutated cell lines. 
In contrast, the components in pacDNA did not have nonspe
cific toxicities against those cell lines. 

The pacDNA conjugates inhibition of KRAS protein 
expression was tested in the Western blot analysis. KRAS pro-
tein expression levels were much lower in the pacDNA-treated 
group than in the control groups. The GAPDH housekeeping 
gene confirmed the identical protein loading between groups, 
proving the downregulation of KRAS protein in the pacDNA 
treatment group is the decrease of KRAS protein expression 
level. The cellular assays demonstrated that pacDNA could 
be a promising candidate for further study as an- t i -KRAS 
cancer therapy.
�   Conclusion
In this study, pacDNA conjugate comprised of PEG-based 

polymer and antisense DNA has been successfully prepared. 
Furthermore, the pacDNA conjugate showed cytotoxicity in 
a dose-dependent manner in two mouse mutated-KRAS cell 
lines D658 and K273. In addition, it offered to downregulate 
KRAS protein expression based on Western Blot analy-
sis. These results demonstrate that pacDNA comprised of 
PEG-based polymer and antisense DNA could be potentially 
promising effective therapeutics in cancer treatment. 
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ABSTRACT: Diarrheal disease, the second highest cause of under-five deaths, is preventable through access to safe water, 
sanitation, and hygiene (WASH). Since the effectiveness of WASH interventions depends on local risk factors for diarrheal 
diseases, identifying these risks helps maximize the interventions' benefits. This study investigates the variations of diarrheal 
disease and the relationship between diarrheal-predominant risk factors and WASH interventions globally from 2000 to 2019.  
Disease outcomes and intervention data are from the Global Burden of Disease Study 2019 and the WHO/UNICEF Joint 
Monitoring Programme study, respectively. Changes in the percentage of mortality and Years Lived with Disability (YLD) and 
their risk factors were calculated to investigate their correlation and predominant risk factors. Globally, after 20 years, under-
five diarrheal deaths decreased consistently by 60% from 1,238,822.57 to 500,663.83 deaths, while YLD decreased slowly at an 
inconsistent rate (3.5% from 1,836,681.85 to 1,771,591.63 YLD). Analysis of WASH intervention data shows that, on average, 
increasing basic drinking water coverage by 11.2% reduces 142 deaths and 39 YLD per 100,000 under-five children. In addition, 
a 14.4% increase in basic sanitation coverage reduces 139 fatalities and 38 YLD per 100,000 under-five children. In comparison, 
a 13% increase in basic hygiene coverage lessens 333 deaths and 90 YLD per 100,000 under-five children. Since interventions are 
less effective in lowering diarrheal YLD than mortality, more attention should be spent on identifying interventions effective at 
reducing diarrheal non-fatal health outcomes. 

KEYWORDS: Biomedical and Health Sciences; Pathophysiology; Diarrheal Diseases; Mortality; Years Lived with Disability 
(YLD); Risk Factors; Water, Sanitation, and Hygiene (WASH).

�   Introduction
According to the World Health Organisation, diarrheal dis-

eases are the second leading cause of death among children 
under five years of age (hereafter referred to as ‘under-five’), 
killing approximately 500,000 children yearly.¹ Though di-
arrheal diseases are present globally across all countries and 
regions, the burden is disproportionately placed on areas with 
poor access to healthcare facilities, clean water, and sanitation.² 
About 90% of under-five diarrheal deaths occurred in Sub-Sa-
haran Africa and South Asia, and 42% came from only two 
countries, India and Nigeria.² Hence, identifying the regions 
with the highest prevalence of diarrheal diseases allows focused 
interventions to reduce the disease burden effectively. 

Since 1980, diarrhea mortality amongst under-five children 
has decreased thanks to numerous programs on interven-
tions to prevent or treat acute diarrhea.³ Diarrhea mortality 
per 100,000 under-five children globally decreased by 69.6% 
between 1990 and 2017, with the most significant absolute 
decline shown in Nigeria (1344.2 fewer deaths per 100,000 
children from 1731.2 deaths per 100,000 children in 1990 to 
387.8 deaths per 100,000 children in 2017).⁴

Generally, water, sanitation, and hygiene (WASH) inter-
ventions can improve water supply and quality, sanitation, and 
hygiene.⁵ Improvements to water distribution at both public 
and household levels, such as establishing a hand pump or a 
household connection, were considered water supply inter-
ventions.⁵ Water quality interventions focused on providing 

water treatment, such as chlorine tablets or solutions, on re-
moving bacterial pathogens at the source or household level.⁵,⁶ 
Interventions in sanitation include excreta disposal at either 
public or household levels.⁵ Finally, hygiene improvements 
combine both education (promotion of handwashing) and 
facilities-based (provision of soap, access to handwashing facil-
ities).⁷ Therapeutic treatments such as oral rehydration therapy 
(ORT), zinc, and nutrition supplementation have improved 
infection recovery and effectively reduced mortality rates.⁸

However, prevention and protection interventions are less 
effective than treatment interventions, given that diarrhea in-
cidence globally decreased by a modest 9.09% from 1990 to 
2019 compared to a significant reduction in diarrhea deaths 
over the same period.¹⁸ Survivors face both long-term and 
acute health burdens, including poor physical growth, pneu-
monia, and other health effects.⁹,¹⁰ Diarrhea is a significant 
cause of malnutrition, and malnourished children are vulnera-
ble to diarrheal diseases due to weaker immunity than normal 
children.¹ Therefore, the diarrheal burden should be addressed 
in terms of both mortality and morbidity. 

The effectiveness of interventions for diarrhea varies con-
siderably with different risk factors.⁴ Environmental risks such 
as unsafe water sources and poor hygiene practices have been 
identified as the primary cause of diarrheal diseases.¹¹ In 2016, 
an estimated 829,000 deaths and 49.8 million years lived with 
disability (YLD) were caused by inadequate drinking water, 
sanitation, and hand hygiene, among which 297,000 under-five 
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deaths occurred.¹² Accordingly, improving WASH interven-
tions is crucial to reducing disease risk and burden.⁵ Besides 
environmental risk factors, child and maternal malnutrition, 
including suboptimal breastfeeding, child growth failure, and 
vitamin A deficiency, are also risk factors for diarrhea.¹³,¹⁴ In-
adequate nutrition increases the susceptibility and severity of 
infectious diseases, including diarrhea.¹⁵ Dietary management 
for diarrhea, such as promoting breastfeeding or micronutri-
ent supplementation, is essential to control diarrheal diseases 
and their associated nutritional complications.¹⁶ On the other 
hand, since WASH interventions are considered the prima-
ry approach to treating diarrheal diseases, it is important to 
understand any correlation between improvements in WASH 
and changes in exposure to both environmental and nutrition-
al risk factors. 

Motivated by the above context, this study aims to provide 
an up-to-date analysis of changes in diarrhea mortality and 
YLD from the latest Global Burden of Disease Study (GBD 
2019).¹⁸ Furthermore, by identifying the predominant risk 
factors of diarrheal diseases across all countries and territories 
and investigating any possible correlation between changing 
predominant risk factors to significant WASH interventions, 
this study helps to guide further research and interventions to 
target communities with different diarrheal risk factors better.
�   Methods
Data sources: 
Data about mortality, YLD, and risk factors were obtained 

from the Global Burden of Diseases, Injuries, and Risk Fac-
tors Study 2019 (GBD 2019) from the Institute for Health 
Metrics and Evaluation (IHME) at the University of Wash-
ington. The study estimates prevalence, incidence, mortality, 
years of life lost (YLLs), years lived with disability (YLD), 
and disability-adjusted life-years (DALYs) due to 369 dis-
eases and injuries for two sexes and for 204 countries and 
territories between 1990 and 2019. Data input sources in-
clude censuses, household surveys, civil registration and vital 
statistics, disease registries, health service use, air pollution 
monitors, satellite imaging, and disease notifications. Meth-
ods used to develop these data are described elsewhere.¹⁷ In 
compliance with the Guidelines for Accurate and Transpar-
ent Health Estimates Reporting (GATHER) statement, data 
and code for the GBD 2019 are publicly available.¹⁸

This study also used data from the WHO/UNICEF Joint 
Monitoring Programme ( JMP) to evaluate the changes in in-
tervention data. The WHO/UNICEF JMP global database 
established in 1990 estimates improvements in household 
drinking water, sanitation, and hygiene since 2000. Estimates 
are derived from over 5,000 national data sources for over 
200 countries and territories, including censuses, administra-
tive reports, and nationally representative household surveys. 
Population-weighted averages for rural and urban areas of 
each region are calculated and assigned to countries lacking 
national data for the reference year. Data from JMP are pub-
licly available.¹⁹

Variables
Disease outcome: 
WHO defines diarrhea as “the passage of three or more loo-

se or liquid stools per day (or more frequent passage than is 
normal for the individual).” The GBD uses cause-specific 
death rates and causes fractions, developed using the Cause of 
Death Ensemble model and spatiotemporal Gaussian process 
regression models. YLD data were estimated by multiplying 
prevalence estimates by disability weights for mutually ex-
clusive sequelae of diseases and injuries. Data obtained were 
limited to the estimates of deaths and YLD caused by diarrhe-
al diseases by age group (<5 years), sex (both male and female), 
as well as all WASH and child and maternal malnutrition risk 
factors available from 2000 to 2019. Classification of regions 
in this study followed that of WHO, which consists of the 
African Region, Region of the Americas, South-East Asian 
Region, European Region, Eastern Mediterranean Region, 
and Western Pacific Region.

Risk factors: 
This study focused on diarrhea-associated risk factors, pri-

marily environmental and nutritional-related risks. GBD 2019 
estimates nine diarrhea-associated environmental and nutri-
tional risk factors (unsafe water source, unsafe sanitation, no 
access to handwashing facility, suboptimal breastfeeding, child 
growth failure, low birth weight and short gestation, iron de-
ficiency, vitamin A deficiency, zinc deficiency). The modeling 
framework for the risk factors has been described in other stud-
ies.²⁰,²¹ Generally, a comparative risk assessment framework 
was used in GBD to estimate levels and trends in exposure, 
attributable deaths, and attributable disability-adjusted life-
years (DALYs) for multiple risks from 1990 to 2019. Relative 
risk and exposure estimates were derived from randomized 
controlled trials, cohorts, pooled cohorts, household surveys, 
census data, satellite data, and other sources. Some risk factors, 
most notably unsafe water, and sanitation, provided little to no 
data on deaths as the primary study outcome. Hence, diarrheal 
morbidity was considered the risk of diarrheal mortality for 
these risks. 

Interventions: 
Based on the data obtained from the JMP, interventions were 

categorized into three types: improvement in drinking water, 
sanitation, and hygiene. Definitions and detailed descriptions 
of service levels are mentioned in several reports from WHO/ 
UNICEF.²²-²⁴ Primary outcomes of this paper are estimates of 
the percentage of the population having at least basic drinking 
water, sanitation, and hygiene. Improvements in interventions 
were considered the increase in basic WASH services cover-
age between 2000 and 2019. No improvement can be noticed 
without the exact values from countries with >99% of the pop-
ulation with at least basic services between 2000 and 2019. It 
is important to note that some countries and territories did 
not have WASH data recorded. Therefore, these countries and 
territories were not considered to assess the improvements in 
basic WASH services coverage. 
�   Data analysis
Disease outcome: 
In the interest of this study, the primary outcomes were the 

number of deaths and YLD of under-five children due to di-
arrheal diseases between 2000 and 2019. The difference in the 
number of fatalities and YLD in 2000 and 2019 gave the val-
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There is substantial variation among countries in the global 
diarrheal mortality and YLD rate among children under five 
years of age (Fig. 2). In 2019: the global rate was 75.5 deaths 
per 100,000 under-five children (Fig. 2C), a 61.9% decrease 
(Fig. 2B) from 198.3 deaths per 100,000 under-five children 
in 2000 (Fig 2A). Finland had the lowest mortality rate (0.14 
deaths per 100,000 under-five children), while Chad had the 
highest mortality rate (751.9 deaths per 100,000 under-five 
children). When comparing the 20-year change in mortality 
rate among countries, the most significant decline occurred 
in Liberia, which observed 884.3 fewer deaths per 100,000 
under-five children (from 1099.2 deaths to 214.9 deaths per 
100,000 under-five children). 

Considering YLD, from 2000 to 2019 observed, a global 
decline in diarrheal YLD rate among 100,000 children under 
five years of age was 9.1% (Fig 2F), a shift from 294.0 YLD 
(Fig. 2D) to 267.3 YLD per 100,000 under-five children (Fig 
2E). On the country scale, in 2019, Japan had the lowest YLD 
rate (7.2 YLD per 100,000 under-five children), while Sudan 
had the highest YLD rate (627.8 YLD per 100,000 under-five 
children). Equatorial Guinea saw the most significant decline 
in YLD with a rate of -231.8 YLD, shifting from 537.6 YLD 
in 2000 to 305.8 YLD per 100,000 under-five children in 
2019. 

A.

B.

value for change in mortality and YLD. The percentage change 
in these numbers from 2000 to 2019 was also calculated. 
Changes in the number of deaths were plotted against those 
of YLD to assess both fatal and non-fatal outcomes of diar-
rheal diseases. In map representation, darker colors illustrate 
a greater magnitude of the values, such as a higher number of 
deaths and YLD or a greater change in the number of deaths 
and YLD over time. Where appropriate, diarrhea mortality 
and YLD rates per 100 000 under-five children were used to 
improve the comparability of results across locations with dif-
ferent populations.

Predominant risk factors: 
The predominant risk factor in a particular year was the 

risk factor with the highest population-attributable fraction. 
If the predominant risk factor in 2019 is similar to that in 
2000, changes in the prevalence of the predominant risk factor 
were calculated by the difference in percentages of its pop-
ulation-attributable fractions between 2000 and 2019. If the 
predominant risk factor changed between 2000 and 2019, the 
changes in the population attributable fractions of both initial 
and final risk factors were calculated. 

Correlation between changing predominant risk factors 
to major WASH interventions: 

Improvements in WASH intervention were considered in 
the increased national percentages of access to basic services 
from 2000 to 2019. These improvements were compared to 
the changes in the prevalence of risk factors through visual 
inspection of plots and calculation of correlation coefficients to 
deduce any possible relationships between WASH interven-
tions and all diarrhea-associated risk factors, including both 
environmental and nutritional risks.
�   Results
Disease outcome: 
In 2019, diarrheal diseases resulted in 500,663.8 deaths and 

1,771,591.6 YLD among under-five children globally. This 
accounted for 9.92% and 6.5% of global under-five deaths 
and YLD in 2019, respectively. From 2000 to 2019, under-five 
diarrheal deaths decreased by 60% from 1,238,822.6 deaths, 
confirmed by a similar result documented by both UNICEF’s 
Countdown to 2030 report and Jay S. et al. (2022).²⁵,²⁶ Howev-
er, under-five diarrheal YLD showed a smaller decrease (3.5% 
from 2,581,700.3 YLD). While the number of under-five di-
arrheal deaths continuously declined from 2000 to 2019, the 
number of YLD remained relatively constant, even though the 
overall trend was decreasing (Fig. 1). 

Figure 1: Number of under-five diarrheal deaths and YLD globally from 
2000 to 2019.
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C.

D.

E.

F.

Between 2000 and 2019, the most significant region-
al decrease in diarrheal deaths of 83% occurred in both the 
European Region (from 9045.9 deaths to 1487.9 deaths) 
and Western Pacific Region (from 41045.6 deaths to 6791.0 
deaths). Regional and temporal trends in fatalities and YLD 
are shown in Figure 3. Despite the highest percentage decrease 
in deaths, the European Region had less than a 1% change in 
YLD (0.56% from 125935.4 YLD to 125229.0 YLD). The 
South-East Asia Region observed the third most significant 
decline in the number of deaths (80% from 344158.2 deaths 
to 68863.9 deaths) and the highest percentage decrease in the 
YLD (36.5% from 435744.9 YLD to 276691.8 YLD). By 
contrast, the African Region had the most minor percent-
age decrease in the number of deaths (47.2% from 656626.8 
deaths to 346770.7 deaths) and the highest increase in the 
number of YLD (18.1% from 544668.6 YLD to 643107.2 
YLD). The African and Eastern Mediterranean regions were 
the only two regions with an increasing number of YLDs 
from 2000 to 2019. It is also important to note that percent-
age change may not be representative of absolute difference. 
For example, despite having the highest percentage decrease in 

diarrheal mortality, the European Region observed a smaller 
reduction in the number of deaths than the African Region 
(7558.0 deaths compared to 309856.1 deaths).

Figure 2: Maps of mortality and YLD rate between 2000-2019.
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Risk factors:  
Since a single diarrheal case can be attributed to multiple 

risks, risk factors are calculated separately. Therefore, the sum 
of risk-factor attributable fractions is not equal to 100% in a 
given population.

Globally in 2019, unsafe water, sanitation, and handwash-
ing (WASH) accounted for the most significant proportion 
of under-five diarrheal deaths at 94.0%, while risk factors re-
lated to child and maternal malnutrition, namely suboptimal 
breastfeeding, child growth failure, low birth weight, and short 
gestation, iron, vitamin A and zinc deficiencies are associat-
ed with 90.4% of deaths. Globally, between 2000 and 2019, a 
60% decrease in deaths due to both WASH (from 1,181,128.9 
deaths to 470,752.2 deaths) and child and maternal malnu-
trition risk factors (from 1,133,294.3 deaths to 452,453.5 
deaths) resulted in a 59.5% decrease in under-five diarrheal 
deaths (from 1,238,822.6 to 500,663.8) (Fig. 4).

When considering YLD associated with diarrheal diseases, 
unsafe WASH was attributed to 82.2% of under-five diarrheal 
YLD worldwide in 2019. By contrast, poor child and maternal 
nutrition accounted for only 14.7% of diarrheal YLD. From 
2000 to 2019, when YLD due to unsafe WASH decreased 
by 10.1% (from 1619413.5 YLD to 1455623.5 YLD), and 
child and maternal malnutrition decreased by 21.0% (from 
327539.9 YLD to 258890.5 YLD), change in the global num-
ber of under-five diarrheal YLD only dropped by 3.5% (from 
1836681.9 YLD to 1771591.6 YLD).

 

When considering regional trends in 2019, child and ma-
ternal malnutrition was the predominant risk factor in the 
Eastern Mediterranean Region, European Region, and 
South-East Asia Region, which accounted for 90.9%, 82.3%, 
and 93.1% of under-five diarrheal deaths, respectively (Fig. 5). 
Comparatively, unsafe WASH was the predominant risk factor 
in the African Region, Region of the Americas, and Western 
Pacific Region, associated with 96.1%, 81.7%, and 85.7% of 
under-five diarrheal deaths, respectively (Fig. 5). This marked 
an improvement from 2000 when unsafe WASH was the pre-
dominant risk factor for all regions.

Unsafe WASH was the leading risk factor for under-five 
diarrheal YLD, accounting for more than 75% of YLD in all 
regions except the European region. In the European Region, 
unsafe WASH was responsible for only 41% of diarrheal YLD. 
Unlike WASH risk factors, nutrition-related risk factors were 
not a significant risk of diarrheal YLD. Child and maternal 
malnutrition caused less than one-fifth of diarrheal YLD in all 
regions, with the highest fraction occurring in the European 
Region (18.9%).  

Figure 3: Regional changes in under-five diarrheal deaths and YLD from 
2000 to 2019.

Figure 4: Changes in disease outcomes by categories of risk factors.
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Additional nuance is observed when comparing predomi-
nant risk factors among countries. In 2000, there were only 
two predominant risk factors for under-five diarrheal deaths, 
unsafe water sources, and child growth failure across all coun-
tries and territories. Unsafe water sources contributed to the 
highest percentage of deaths in more countries and territories 
(108 countries and territories) than child growth failure (96 
countries and territories). Comparatively, in 2019, there were 
three countries and territories with different predominant 
risk factors from unsafe water sources and child growth fail-
ure: Kyrgyzstan (unsafe sanitation), Bosnia and Herzegovina 
(suboptimal breastfeeding), and Switzerland (low birth weight 
and short gestation). Furthermore, child growth failure was the 
predominant risk factor in most countries (113 countries and 
territories compared to unsafe water sources in 88 countries 
and territories), over unsafe water sources which dominated in 
2000. As a result, 26 countries and territories observed a change 
in their predominant risk factors for diarrheal deaths between 
2000 and 2019. Twenty-two had the predominant risk factor 
changed from unsafe drinking water to child growth failure. 

There were three predominant risk factors for under-five 
diarrheal YLD in 2000 and 2019: unsafe water source, sub-
optimal breastfeeding, and unsafe sanitation. There was no 
change in the status of these risk factors from 2000 to 2019, 
with unsafe water sources as the predominant factor (174 
countries and territories in 2000 and 170 countries and ter-
ritories in 2019), followed by suboptimal breastfeeding (28 
countries and territories in 2000 and 31 countries and territo-
ries in 2019) and unsafe sanitation (2 countries and territories 
in 2000 and 3 countries and territories in 2019) (Fig. 6). How-
ever, nine countries’ and territories' predominant risk factors 
for diarrheal YLD changed between 2000 and 2019. In four 
countries, the predominant risk factor changed from unsafe 
water and sanitation to suboptimal breastfeeding. 

 

Figure 5: Attributable fractions for diarrheal risk factors to under-five 
diarrheal deaths (above) and YLD (below) by WHO regions in 2019

Improvements in major WASH interventions:  
Globally, between 2000 and 2019, the population with ac-

cess to at least basic drinking water increased by 8.7% from 
80.5% to 89.2%. In addition, the population with access to at 
least basic sanitation and hygiene increased by 22%, from 55% 
to 77%, and 11%, from 37% to 48%, respectively. 

Generally, countries with high coverage of at least basic 
drinking water, sanitation, and hygiene had relatively lower 
mortality rates. Conversely, as the percentage of the population 
with at least basic drinking water decreased, the mortality rate 
increased (Fig. 7). However, there were considerable variations 
among countries. For example, Egypt had higher coverage of 
at least basic drinking water, more than 99% but a mortali-
ty rate of 71.4 deaths per 100,000 under-five children, higher 
than other countries with similar basic drinking water cover-
age. In comparison, in the United Republic of Tanzania, where 

Figure 6: Map of predominant risk factors for under-five diarrheal deaths 
and YLD between 2000-2019.
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only 60% of the population had at least basic drinking water, 
a lower mortality rate of 35.5 deaths per 100,000 under-five 
children was reported. Similar trends were observed for sani-
tation and hygiene interventions. 

In contrast, there was little or no clear relationship between 
the population percentage with improved WASH interven-
tions and the diarrheal YLD rate (Fig. 8). Overall, there was 
an upward trend in the YLD rate as the WASH coverage 
went down. However, there were considerably more coun-
try-to-country variations compared to the mortality rate. 

From 2000 to 2019, there were 127, 130, and nine coun-
tries and territories with improved drinking water, sanitation, 
and hygiene interventions, respectively. On average, an 11.2% 
increase in at least basic drinking water coverage reduces 142 
deaths and 39 YLD per 100,000 under-five children. Like-
wise, at least basic sanitation coverage increased by 14.4% and 
was associated with 139 fewer deaths and 38 fewer YLD per 

Figure 7: Graph of under-five diarrheal mortality and YLD rates (right 
y-axis) against the population percentage of countries (left y-axis) with at least 
basic drinking water (Fig. 7A), sanitation (Fig. 7B) and hygiene (Fig. 7C) 
across all countries and territories in 2019.

100,000 under-five children. Over the same period, access to 
at least basic hygiene increased by 13% and was associated 
with 333 fewer deaths and 90 fewer YLD per 100,000 un-
der-five children.

Interestingly, despite the improvements in WASH inter-
ventions in many countries and territories, there were limited 
changes in the predominant risk factors for diarrheal deaths 
and YLD (Fig. 8). For example, out of 127 and 130 countries 
and territories with improved drinking water and sanitation, 
respectively, only 21 of those (17%) had different predominant 
risk factors for diarrheal deaths. Four countries and territories 
(3%) showed changes in predominant risk factors for diarrhe-
al YLD between 2000 and 2019. Comparatively, out of nine 
countries and territories with improved hygiene, no country 
and territory have different predominant risk factors for diar-
rheal deaths. Still, one country (Armenia) has its predominant 
risk factor for diarrheal YLD changed from 2000 to 2019. 

�   Discussion
Improved access to safe water, sanitation, and hygiene 

(WASH) has the potential to prevent diarrheal disease, the 
second highest cause of under-five deaths globally. This study 
provides an up-to-date analysis of geographical and temporal 
variations in diarrheal diseases and their associated risk factors 
globally from 2000 to 2019 from the latest Global Burden of 
Disease Study (GBD 2019).¹⁸ Intervention efforts have result-
ed in a greater decrease in under-five deaths from diarrheal 
diseases than the decrease in YLD. Regionally, the greatest di-
arrheal death reduction occurred in the European and Western 
Pacific regions, while YLD happened in the South-East Asia 
regions. 

Predominant risk factors for diarrheal deaths and YLD are 
also estimated. When considering the regional trends, unsafe 
WASH was the predominant risk factor in the African Re-
gion, Region of the Americas, and Western Pacific Region in 
2019, an improvement from 2000 when WASH risk factors 
were the predominant risk factor for all regions. This trend 
can also be spotted in national trends when WASH risk factors 
like unsafe water sources, which dominated in 2000, were no 
longer the predominant risk factor in most countries in 2019. 
Conversely, unsafe WASH was the leading risk factor for un-
der-five diarrheal YLD, accounting for more than 75% of 

Figure 8: Graph of the number of countries with improved access to 
WASH interventions and changes in predominant risk factors for diarrheal 
deaths and YLD between 2000 and 2019.
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deaths in all regions except the European region. Unlike di-
arrheal deaths, the unsafe water source was the predominant 
contributor to YLD in most countries between 2000 and 2019.  

As a result, additional efforts are needed to determine the 
interventions effective at reducing exposure to diarrheal dis-
ease pathogens, thereby reducing disease incidence.  

Relationship between improvements in WASH interven-
tions and changes in diarrheal deaths:  

Globally, between 2000 and 2019, the number of under-five 
diarrheal deaths decreased continuously over the span of 20 
years and dramatically by nearly 60%, which is a testament to 
serious global efforts to improve access to at least basic drinking 
water, sanitation, and hygiene, which increased by 8.7%, 22%, 
and 11%, respectively. However, the number of YLD declined 
at a slower rate than mortality (3.5% from 1,836,681.9 YLD 
to 1,771,591.6 YLD), and also the decline was not consistent 
throughout 20 years. Hence, to better address the impacts of 
diarrheal diseases, it is important to understand why the de-
clines are unequal and what can be done to lower YLD. 

Since the results show that unsafe WASH is associated with 
94.0% of deaths, it is reasonable to suggest that improving ac-
cess to WASH interventions is crucial to lowering diarrheal 
mortality. Indeed, results indicate a similar trend between the 
reduction in under-five diarrheal deaths and the attributable 
fraction of WASH risks to diarrheal mortality. With improved 
drinking water, even though there were only 21 countries 
seeing changes in predominant risk factors for under-five di-
arrheal deaths, 19 out of 21 countries had the predominant 
risk factor changed from unsafe water source to other risk 
factors. This is promising and indicates that drinking water 
treatment can significantly reduce the number of diarrheal 
deaths. Improving sanitation resulted in a similar reduction in 
diarrheal deaths due to unsafe water sources. Since sanitation 
systems reduce contamination of the environment with human 
waste, sanitation improvements minimize the transmission of 
pathogens that cause diarrhea into drinking water sources.²⁷ 
Furthermore, research from the American Journal of Epide-
miology has reported that in locations with abysmal sanitation, 
improving drinking water quality would have little impact, 
while in places with better community sanitation, improved 
water treatment would result in a 40% reduction in diarrhea.²⁸

Relationship between improvements in WASH interven-
tions and changes in diarrheal YLD:  

Some studies have suggested that mortality data can lead to 
misrepresentation or even underestimation of the total disease 
burden without considering the long-term health outcomes of 
diarrheal diseases, YLD.²⁹,³⁰ These studies highlighted mor-
tality and disability due to diarrheal disease. 

Beyond acute infection, diarrheal diseases can have long-
term impacts, including linear growth faltering, decreased 
cognitive function, and increased risk of subsequent infectious 
disease mortality.³¹,³² To address the diarrheal burden, com-
monly used interventions such as the rotavirus vaccine seem to 
treat moderate-to-severe diarrheal cases better than non-se-
vere ones.³³ Results of this paper show that WASH-related 
risk factors are highly associated with diarrheal YLD in all re-
gions. Yet surprisingly, improvements in WASH interventions 

do not result in a proportional decrease in the YLD rate. This 
lack of correlation has been similarly reported in an analysis of 
the Global Enteric Multicenter Study (GEMS) reporting that 
there are difficulties in evaluating the effectiveness of WASH 
interventions in treating non-acute diarrheal cases as survey 
respondents may overstate water treatment of insufficiently 
conducted WASH interventions.³⁴ Another possible explana-
tion for this lack of relationship is the exposure to diarrheal 
transmission on multiple pathways.⁴¹Hence, no single WASH 
intervention is enough to eliminate persistent diarrhea com-
pletely. In fact, overreliance on one WASH intervention may 
cause neglect of other transmission pathways, increasing the 
risk of diarrhea. 

As a result, it is necessary to understand and consider the 
broad range of WASH interventions, from improvements in 
infrastructures, such as water storage systems, to changes in 
human behaviors, such as handwashing with soap. It has been 
found that safe water storage systems, household water treat-
ment, and interventions to enhance water quality at the source 
can lower diarrhea incidence by as much as 47%.³⁵ In some 
studies, an estimated median reduction in diarrhea incidence 
of 36% has been linked to improved sanitation facilities.³⁶ Sev-
eral studies also pointed out that handwashing with soap can 
diminish the risk of diarrhea by more than 40%.³⁷,³⁸ Hence, to 
effectively reduce the diarrheal incidence and thus health out-
comes like mortality or YLD, there should be a combination 
of different subcategories of WASH interventions. Beyond 
WASH interventions, several studies have documented that 
dietary management, especially with the addition of zinc sup-
plementation, can significantly reduce the diarrheal incidence 
and thus reduce diarrheal YLD.³⁹,⁴⁰

Even though WASH risk factors were highly associated 
with under-five diarrheal YLD, a decrease in YLD due to un-
safe WASH did not translate to the same level of decline in 
the overall YLD due to diarrheal disease. Because multiple risk 
factors can be attributed to one single diarrheal case, there is 
an urgent need to improve the current understanding of the 
factors driving the YLD rate and the effectiveness of interven-
tions in addressing diarrheal YLD. The present analysis was 
limited by available data and depended on data obtained from 
two studies. Despite the best efforts to include matching data 
between the two sources, only some countries and territories 
were included in both datasets. Omitted countries include 
Cote d'Ivoire and Taiwan (China), potentially contributing to 
errors in global trends. 

YLD is a relatively new area of study in diarrheal disease 
research compared to mortality. As a result, risk factors and 
other drivers of YLD rates have yet to be fully identified. Fu-
ture work should include further investigation into the total 
burden of diarrheal diseases and practical solutions to address 
these non-fatal health outcomes. Moreover, since under-five 
diarrheal mortality and YLD rates vary from country to coun-
try, further evaluation of specific national trends and disease 
burden associated with subnational variation is needed, such 
as differences in facilities, different exposure to risk factors, or 
other ways to target intervention resources better. Finally, to 
make these studies comparable, authorities and organizations 
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should provide guidelines on uniform research methods to im-
prove understanding of the results at different spatial scales. 
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ABSTRACT: Acute Lung Injury (ALI) is a severe pulmonary complication that poses significant challenges for early detection 
and intervention in intensive care unit patients. This paper presents a novel approach utilizing distant supervision and machine 
learning algorithms to predict the risk of ALI using clinical observation features extracted from the MIMIC-III electronic 
medical record dataset. The study demonstrates the potential of this approach by achieving high accuracy, sensitivity, specificity, 
and area under the receiver operating characteristic curve (AUC-ROC) values in predicting ALI risk. The results highlight the 
importance of early detection and intervention in improving patient outcomes and reducing mortality rates associated with ALI. 
In addition, the distant supervision-based approach offers an innovative tool for clinicians to proactively identify at-risk patients, 
enabling timely interventions and tailored management strategies. This research contributes to the growing body of evidence 
supporting the use of machine learning in healthcare prediction, emphasizing its potential impact on critical care and patient 
outcomes. However, further validation and generalizability studies are needed before widespread clinical adoption.  

KEYWORDS: Robotics and Intelligent Machines; Machine Learning; Data Science; Health Informatics; Disease Prediction; 
Interventions; Acute Lung Injury; Distant supervision-based approach.

�   Introduction
Acute Lung Injury (ALI) is a common and severe pulmo-

nary complication that affects patients in the intensive care 
unit (ICU). ALI is characterized by hypoxemia and pulmonary 
edema, and it can lead to Acute Respiratory Distress Syndrome 
(ARDS), which has a high mortality rate. ALI occurs in ap-
proximately 200,000 patients in the United States annually, 
and the mortality rate for ALI/ARDS ranges from 30-50% 
depending on the severity of the condition.¹ The current lack 
of effective diagnostic tools for early detection of ALI has made 
it challenging to prevent the progression of this condition. 

Early detection and prediction of ALI are crucial to improv-
ing patient outcomes and reducing mortality. Several clinical 
risk factors have been identified for ALI, such as sepsis, trauma, 
and pneumonia. However, these risk factors are only sometimes 
present, and ALI can occur without warning. Furthermore, the 
development of ALI may take hours or days after the initial in-
sult, making early prediction a significant challenge. This delay 
makes early intervention difficult, leading to an increased risk 
of progression to ARDS. 

Machine learning (ML) has emerged as a promising ap-
proach to predicting the risk of ALI. ML algorithms can 
analyze large amounts of data from electronic medical records 
(EMRs) to identify patterns and predict the risk of ALI. Stud-
ies have shown that ML algorithms can predict the onset of 
ALI up to 48 hours before it occurs with an accuracy of 80%.² 
This approach enables earlier interventions that improve pa-
tient outcomes and reduce mortality. 

This paper presents a distant supervision approach for 
predicting the risk of acute lung injury (ALI) using clinical 
observation features extracted from the MIMIC-III electronic 

medical record dataset—the proposed approach experiments 
with various ML algorithms to predict the risk of ALI in 24-
hour intervals. Distant supervision utilizes external sources of 
information, such as diagnosis codes or clinical notes, to au-
tomatically annotate data for machine learning algorithms, 
thereby streamlining the annotation process and mitigating the 
time-consuming and resource-intensive nature of manual an-
notation. The primary goal of this research is to facilitate early 
detection of ALI, thereby enabling timely clinical intervention 
to improve patient outcomes.³ The timely detection of ALI 
using machine learning algorithms can significantly reduce the 
mortality rate associated with ALI.

Unlike previous studies that rely on manual annotation, this 
research leverages external sources of information, such as di-
agnosis codes or clinical notes, to automatically annotate the 
data for ML algorithms. By utilizing distant supervision, the 
research streamlines the annotation process, mitigating manual 
annotation's time-consuming and resource-intensive nature. 
This innovative approach efficiently uses the rich data in the 
MIMIC-III dataset for ALI prediction, demonstrating its po-
tential for scalable and practical implementation in healthcare 
settings.
�   Methods
Selection of Data: 
This study utilized the publicly available Medical Informa-

tion Mart for Intensive Care III (MIMIC-III) database to 
obtain patient data for analysis. MIMIC-III is an extensive, 
single-center critical care database containing information on 
more than 40,000 ICU admissions between 2001 and 2012.⁴ 
The database has been approved by the Institutional Review 
Boards of Beth Israel Deaconess Medical Center and the Mas-
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sachusetts Institute of Technology and the requirement for 
individual patient consent was waived due to the de-identifi-
cation of all protected health information.⁵ 

Specific inclusion criteria were used based on previous 
studies to identify relevant patient data for distant supervi-
sion-based early prediction of Acute Lung Injury (ALI).⁶,⁷  
Patients diagnosed with ALI at admission were excluded to 
focus on predicting the onset of ALI. Patients under 18 and 
those with incomplete data or a more extended stay of less 
than 24 hours were also excluded. Using SQL queries based 
on previous studies, data from the EMRs of patients in the 
MIMIC-III database were then extracted, including patient 
demographics, vital signs, laboratory test results, and clinical 
observations.⁸

Only data collected with the CareVue clinical information 
system were used to ensure the quality and consistency of the 
extracted data. This system has been shown to produce reliable 
and high-quality data. 

Furthermore, preprocessing steps were applied to remove 
duplicated or erroneous data points, and data from patients 
transferred between ICUs were excluded to prevent data du-
plication.

In total, data from approximately 10,000 patients were ex-
tracted and used for distant supervision-based prediction of 
ALI risk. The final dataset included data collected within 24 
hours prior to the onset of ALI or within the same time period 
for patients who did not develop ALI during their ICU stay.

Experimental Methods: 
The dataset used in this study was obtained from the Med-

ical Information Mart for Intensive Care III (MIMIC-III) 
database.⁸ The dataset consisted of 10,000 patients with 31 
clinical observation features. We used PySpark SQL for data 
processing and cleaning to ensure quality data preprocessing.⁹  

The dataset was randomly split into a training set and a test 
set using a stratified random sampling method to train and test 
the machine learning algorithms. The training set comprised 
70% of the patients, while the remaining 30% were allocated 
to the test set. The stratified random sampling ensured that 
the proportions of patients with and without ALI were main-
tained in both the training and test sets. Table 1 represents the 
data preprocessing stage of rendering the MIMIC-III dataset.

To address any class imbalance in the dataset, which could 
lead to a bias in the machine learning models, we ensured an 
equal number of patients with and without ALI in both the 
training and test sets.¹⁰ This was achieved by oversampling 
the minority class, i.e., patients with ALI, using the Synthetic 
Minority Over-sampling Technique (SMOTE). This method 
generates synthetic examples of the minority class by interpo-
lating between existing samples, thus increasing the number 
of instances of the minority class in the dataset. The SMOTE 
technique was applied only to the training set to avoid any 
contamination of the test set with synthetic examples.  

Several machine learning algorithms, including logistic re-
gression, decision trees, and support vector machines (SVM) 
using 10-fold cross-validation to optimize the hyper-pa-
rameters of each algorithm and prevent overfitting, were 
experimented with.¹¹ To evaluate the performance of the 

models, various metrics such as accuracy, sensitivity, specific-
ity, and area under the receiver operating characteristic curve 
(AUC-ROC) were used.¹² The performance of our distant su-
pervision approach was compared with a traditional manual 
annotation approach to evaluate the feasibility of our pro-
posed method for predicting the risk of ALI.  All experiments 
were performed using Google Cloud Platform (GCP) virtual 
machines to ensure the computations could be carried out ef-
fectively.¹³

�   Results 
Among the extracted dataset from the MIMIC-III elec-

tronic medical record, a total of approximately 10,000 patients 
were included in the analysis after applying specific inclusion 
criteria and preprocessing steps. These patients were used to 
develop and evaluate a distant supervision-based approach 
for predicting the risk of acute lung injury (ALI) in 24-hour 
intervals.

Various machine learning algorithms, including logistic re-
gression, decision trees, and support vector machines (SVM), 
were employed in this study. To optimize the hyperparameters 
of each algorithm and prevent overfitting, 10-fold cross-val-
idation was performed on the training set. This allowed for 
evaluating the algorithms' generalization capabilities and 
performance consistency.

Performance metrics such as accuracy, sensitivity, specific-
ity, and area under the receiver operating characteristic curve 
(AUC-ROC) were utilized to assess the models' predictive 
capabilities. These metrics were calculated on both the train-
ing and test sets to evaluate model performance in different 
scenarios. The results of the experiments demonstrated the 
effectiveness of the distant supervision-based approach for 
predicting the risk of ALI. Furthermore, the models achieved 
competitive performance across multiple metrics, indicating 
their potential for early detection and prediction of ALI. 
Table 2 presents the performance metrics of the developed 
models on the test set, including accuracy, sensitivity, speci-
ficity, and AUC-ROC. 

The logistic regression model achieved an accuracy of 0.85, 
sensitivity of 0.78, specificity of 0.89, and an AUC-ROC of 
0.87 on the test set. The decision trees model showed an ac-
curacy of 0.82, a sensitivity of 0.81, a specificity of 0.83, and 
an AUC-ROC of 0.84. Finally, the support vector machines 
model demonstrated the highest accuracy among the three 

Table 1: Preprocessed clinical note features with sample data, including row 
identifiers, subject IDs, HAMD IDs, chart dates, chart times, storage times, 
categories, descriptions, CGIDs, error indicators, and corresponding text 
entries.
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�   Discussion
Overall, the findings highlight the efficacy of the distant su-

pervision-based approach for predicting the risk of ALI using 
clinical observation features extracted from the MIMIC-III 
electronic medical record dataset. In addition, the machine 
learning models demonstrated promising performance in ac-
curately identifying patients at risk of developing ALI within 
a 24-hour timeframe. These results have significant implica-
tions for early detection and intervention, potentially leading 
to improved patient outcomes and reduced mortality rates 
associated with ALI.

The high accuracy values obtained for the logistic re-
gression, decision trees, and support vector machine models 
suggest their effectiveness in discriminating between patients 
who develop ALI and those who do not. In addition, the sen-
sitivity values indicate the models' ability to correctly identify 
patients with ALI, while the specificity values reflect their 
proficiency in correctly identifying patients without ALI. 
These balanced trade-offs between sensitivity and specificity 
are crucial for accurately identifying at-risk individuals and 
for preventing unnecessary interventions in low-risk cases.

Furthermore, the high AUC-ROC values obtained for 
all models indicate their strong discriminatory power and 
ability to distinguish between ALI-positive and ALI-nega-
tive cases. The AUC-ROC values above 0.8 suggest that the 
models have a high probability of ranking a randomly chosen 
ALI-positive case higher than a randomly chosen ALI-nega-
tive case, further validating their predictive performance.

Comparisons between the distant supervision-based ap-
proach and a traditional manual annotation approach will 
provide insights into the feasibility and efficiency of the pro-
posed method. The time-consuming and resource-intensive 
manual annotation processes are alleviated by utilizing remote 
supervision, which leverages external sources of information 
for automated data annotation. This approach offers a practi-
cal and scalable solution for implementing machine learning 
algorithms in ALI prediction on large-scale datasets such as 
MIMIC-III.
�   Limitations
While this study on distant supervision-based early de-

tection of Acute Lung Injury (ALI) using machine learning 
algorithms has provided promising results, certain limitations 
should be acknowledged.

Firstly, the study utilized the publicly available Medical 
Information Mart for Intensive Care III (MIMIC-III) da-
tabase, which comprises data from a single-center ICU. This 
may limit the generalizability of the findings to other clinical 
settings or diverse patient populations. In addition, the char-
acteristics and demographics of patients in different ICUs 
may differ, potentially impacting the performance and appli-
cability of the developed prediction model. Therefore, caution 
should be exercised when extrapolating the results to broader 
healthcare contexts.

Secondly, while distant supervision offers an efficient alter-
native for data annotation, it is important to acknowledge that 
it relies on external sources of information, such as diagno-
sis codes or clinical notes, to annotate the data automatically. 

algorithms, with a value of 0.87. It also achieved a sensitivity  
of 0.76, a specificity of 0.92, and an AUC-ROC of 0.88.

These results indicate that the developed machine learning 
models have the potential to predict the risk of ALI accu-
rately. In addition, the models showed favorable trade-offs 
between sensitivity and specificity, with high AUC-ROC 
values suggesting good discrimination ability. Notably, the 
support vector machines model demonstrated the highest 
overall performance, indicating its potential as a reliable 
predictive tool for ALI risk assessment. Figure 1 shows the 
efficacy of the distant supervision-based approach in accu-
rately identifying patients at risk of developing ALI within 
specific time frames.

The logistic regression, decision trees, and support vec-
tor machine models exhibit high accuracy, sensitivity, and 
specificity. This implies their effectiveness in distinguishing 
between patients who develop ALI and those who do not. 
Sensitivity reflects the models' capability to correctly iden-
tify ALI-positive patients, while specificity represents their 
proficiency in correctly identifying ALI-negative patients. 
The high AUC-ROC values obtained for all models confirm 
their strong discriminatory power. In addition, these values 
indicate a high probability of ranking a randomly chosen 
ALI-positive case higher than a randomly chosen ALI-neg-
ative case. The results emphasize the models' predictive 
performance and their potential to support early detection 
and intervention.

Table 2: Performance metrics of the machine learning models for ALI 
prediction

Figure 1: The graph presents the AUROC curves for Acute Lung Injury 
(ALI) prediction using a distant supervision-based approach and clinical 
observation features from the MIMIC-III electronic medical record 
dataset. Each curve represents a different time point: Onset (AUROC = 
0.921), 6 hours (AUROC = 0.891), 12 hours (AUROC = 0.854), and 24 
hours (AUROC = 0.810). The AUROC values measure the models' ability 
to discriminate between ALI-positive and ALI-negative cases. A higher 
AUROC indicates a higher probability of ranking an ALI-positive case 
higher than an ALI-negative case.
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The accuracy and reliability of these external sources can vary, 
which may introduce noise or errors in the annotation pro-
cess. Consequently, the performance of the prediction model 
could be influenced by the quality and consistency of the dis-
tant supervision annotations.

This study focused on predicting the risk of ALI within 
24-hour intervals. While this time frame may be suitable for 
some clinical interventions, it is important to recognize that 
ALI can have a delayed onset after the initial insult, making 
early prediction challenging. Extending the prediction win-
dow or exploring longitudinal data may enhance the accuracy 
and timeliness of ALI risk prediction. Future research could 
explore the optimal prediction timeframe and investigate the 
impact of longer time intervals on the performance of the 
developed model.

Lastly, the study utilized retrospective data analysis, which 
may limit its translation and applicability to prospective 
clinical settings. The complexity of real-time clinical deci-
sion-making and the dynamic nature of patient conditions 
may introduce additional challenges that must be fully cap-
tured in the retrospective analysis. Therefore, it is important 
to conduct further studies to evaluate the feasibility and ef-
fectiveness of the distant supervision approach in real-time 
clinical practice and assess its impact on patient outcomes 
and clinical decision-making processes.
�   Conclusion
The results of this research provide compelling evidence 

for the effectiveness of using distant supervision to predict 
Acute Lung Injury (ALI) in intensive care unit patients. This 
innovative method demonstrates promising performance 
in accurately identifying patients at risk of developing ALI 
within a 24-hour timeframe. These findings contribute to 
the growing body of evidence supporting the potential of 
machine learning algorithms in the early detection and pre-
diction of ALI. Identifying patients at risk of ALI before the 
onset of symptoms or physiological changes is paramount in 
critical care. It provides a crucial window for intervention, en-
abling clinicians to initiate appropriate treatments promptly. 
Timely interventions may help prevent the progression of 
ALI to more severe conditions, such as Acute Respiratory 
Distress Syndrome (ARDS), which is associated with higher 
mortality rates.

The distant supervision-based approach, utilizing ma-
chine learning algorithms, offers a novel and effective tool 
for detecting and predicting ALI. The models demonstrate 
high accuracy, sensitivity, specificity, and AUC-ROC val-
ues, underscoring their potential in clinical practice. These 
models present an opportunity for healthcare professionals to 
proactively identify patients at risk, allowing for timely inter-
ventions and tailored management strategies to mitigate the 
progression and complications of ALI.

While the results of this study are promising, further in-
vestigations and validation studies are necessary to assess 
these models' generalizability and clinical applicability across 
diverse patient populations and healthcare settings. Ensur-
ing these models perform consistently and effectively in 
real-world scenarios before widespread adoption in clinical 

practice is essential. By leveraging the vast amounts of data 
available in electronic medical record datasets, such as MIM-
IC-III, these models can augment clinical decision-making 
and support healthcare providers in delivering proactive and 
personalized care to at-risk patients. Moreover, by enabling 
the identification of high-risk individuals and the implemen-
tation of preventive measures, these models can significantly 
improve patient outcomes and reduce the burden of ALI-re-
lated morbidity and mortality.
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ABSTRACT: SARS patients have common symptoms of Multi-Organ Dysfunction (MOD), including fatigue, difficulty 
breathing, and fever. Delays in the detection, diagnosis, and treatment of MOD indicators can lead to the inability to manage 
severe symptoms, conditions worsening, and even deaths that can be prevented. The spirometer, oximeter, and thermal camera are 
the devices that measure these defined symptoms and were utilized in this solution to output correlative analysis. Code developed 
in C with the Arduino IDE is used to develop the correlation algorithm to output an “Overall Health” reading for the user to 
interpret. Integration of these vital elements led to a contactless telemedicine device that can display comprehensive data/results 
along with the use of IoT and Machine Learning. Lung Capacity, Oxygen Saturation, and temperature reading had an inaccuracy 
of approximately 1-5%. The correlative analysis provides a precise overall health reading for users to utilize. With the affordable 
design, we can leverage this to be accessible to low-income and underserved communities. A more sustainable flow of ICU 
admissions can be achieved because users will have real-time data on their state of being. 

KEYWORDS: Biomedical and Health Sciences, Machine Learning; SARS; Multi-Organ Dysfunction; Overall Health 
Indicator; TeleMedicine; Internet of Things; Regression analysis.

�   Introduction
Coronavirus is a common, diverse family of viruses. They 

can cause upper respiratory tract infections.  COVID-19 is 
the name of the infectious disease caused by SARS-CoV-2, a 
strain of coronavirus. SARS-CoV-2 can cause multi-organ in-
jury via direct infection or through cytokine storms as shown in 
Figure 1.¹ These injuries entail cardiovascular/respiratory dam-
age, high blood pressure, acute kidney injury (AKI), liver injury, 
and damage to the central nervous system.² The problem in the 
status quo is that monitoring is often qualitative, so there is no 
direct measures to evaluate overall health of the patient during 
quarantine. 

�   Methods

SARS-CoV-2 can be monitored in many ways. My meth-
odology takes it to a MOD (multi-Organ Dysfunction) 
perspective. First, the trend of body temperature, oxygen levels, 
and lung capacity was researched, as shown in Figure 1. Then, 
knowing these common symptoms, the oximeter, spirometer, 
and thermal sensor were implemented to monitor most of 
these trends, as depicted in Table 1. The reason why both the 
spirometer and the oximeter were used is due to the inaccuracy 
of the individual sensors due to cheap materials. Hence, taking 
a multiple biosensor approach was best for overall accuracy. Fi-
nally, with the three measurement data points, a correlational 
algorithm was executed that can be used to monitor and track 
the progress of a person's condition for SARS-related infec-
tions. The measurement data points were taken once per 

Figure 1: Organs impacted by SARS-CoV-2¹ 

Table 1: (prepared by student researcher): Key indicators of SARS 
infections and their impact on organs 

Figure 2: (prepared by student researcher): Development of the Solution 
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patient for each trial (2 trials). There is also an inclusion of 
potential SARS patients in the testing with randomly gener-
ated readings to demonstrate how the device would work on 
unwell patients.

A. Solution Components: 
Pulse Oximeter:
A Pulse Oximeter measures oxygen saturation in the blood 

(non-contact). It consists of 2 LEDs that shine red and in-
frared light through the skin. The Photodetector collects 
reflected light off the tissues and returns corresponding values. 
Refer to Figure 3.

Thermal Camera:
A Thermal Camera, also known as an “infrared thermome-

ter,” measures the temperature. An array of infrared detectors 
detects the radiation given off by objects. The ESP32 maps the 
values onto a comprehensive grid. Refer to Figure 4.

Spirometer:
A Spirometer measures lung capacity which the user exhales 

into a sterile tube. The exhaled pressure is sensed by a pressure 
sensor in the venturi tube and forced vital capacity (FVC) is 
calculated. Refer to Figure 5

Building the telemedicine device with these three bio-
technologies integrated on a single board with ESP 32 
microprocessor and a TFT LCD touchscreen display makes 
the diagnostic solution both self-contained and accessible for 
the user’s health monitoring purposes. To ensure the precision 
of readings taken, optimal distances between the patient and 
the device are suggested, as illustrated in Figure 6.

B. Correlational Algorithm Theory:
To properly assess a user’s well-being through their 

self-isolation, this device must also calculate overall health. 
To measure overall health, a weighted average is taken based 
on a points system out of 100 of the 3 data points that come 
from the user. These 3 data points come from the Oximeter, 
Spirometer, and Thermal Sensor. Correlation equation - (2a 
+ 2b +c)/(a+b+c), where a and b are the oximeter and spi-
rometer points, respectively, and where c is the temperature 
value (as illustrated in Table 2 and Table 3). Lung capacity 
(spirometer) and Fatigue (oximeter) data points are the same 
weight because they directly correlate with each other since 
the oxygen levels in our blood are proportional to the lungs’ 
capacity to circulate oxygen properly. The thermal tempera-
ture is weighed less since viral infections can cause fever.

Using the Correlational algorithm, the measured values 
of oxygen levels (SPO2), lung capacity (FVC), and Thermal 
measurement (degree Fahrenheit) are used, with different 
weights, to calculate the overall health indicator of the pa-
tient. Based on the derived health indicator value, normal 
(green), slightly abnormal (yellow), and Abnormal/Severely 
Abnormal (Red) are displayed on the TFT screen, as illus-
trated in Figure 10.
�   Results 

Figure 6: (prepared by student researcher): Optimal distance to obtain 
precise readings

Table 2: (prepared by student researcher): Table showing the three 
categories of readings from the three individual biotechnologies.

Table 3: (prepared by student researcher): Example readings with an overall 
health indicator.
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�   Discussion
Below is the comparison of the triage process as prescribed 

by the World Health Organization Model and the solution 
that is being proposed as an outcome of my research:

World Health Organization Model4 -
1. The patient has imposed an onset of 14 days in strict 

home quarantine without any insight into the ongoing dete-
rioration of the body organs.

2. All the monitoring must be done at the hospital after a 
patient is forced out of the home due to extreme circumstanc-
es and advanced symptoms of SARS-CoV-2.

My Solution - 
1. Constant monitoring provides capabilities to record oxy-

gen levels, lung capacity, and body temperature from a single, 
home-based diagnostic unit. In addition, patients can now get 
a rough understanding of what their overall condition can be-
come. 

2. We are reducing the burden in hospitals by providing 
at-home diagnostic needs for a more organized triage process. 

A. Statistical Model Leveraged in AI/ML Approach:
The device utilized the Non-linear regression analysis to 

show predictive analytics of the trend of increasing or de-
creasing readings depending on the model parameters chosen 
and the measured variables. Due to the nonlinear nature of 
the readings taken for a given SARS patient, the nonlinear 
regression supervised learning algorithm was used, which 
gave me the best curve-fitting results.

 
General Formula: f(x) = A + Bln(x) 

The general formula is derived from the testing of 50 
individual patients. A combination of statistics and ML 
approaches was used to conclude this general formula that 
could be applied to all patients. Further testing for how accu-
rate this model is on a large scale is needed. 

The A value is changed based on the vertical translation of 
the values. The value B >0 indicates a growth model, versus 
B<0 indicates a decay model

Specifics: Based on the given values for a hypothetical 
patient monitoring their symptoms, the following best-fit 
curves were determined using the optimal readings (reflected 
on the graphs below in Figure 7, Figure 8, and Figure 9):

 
Spirometer - [103 + [-13.6 ln x]] 
Oximeter - [98 + [-2.62 ln x]] 
Thermal Camera -  [99.1 + [1.62 ln x]] 

** When actual normal distribution patient data is public-
ly available, incorporation of 2 standard deviation percentile 
curves will be leveraged further to validate the accuracy of 
the current statistical model. All the statistical analysis was 
performed using Python SciKit learn libraries, and plotted 
the results in Excel to evaluate best-fit curves.

Figure 8: (prepared by student researcher): Oxygen saturation simulated 
reading graph 

Figure 9: (prepared by student researcher): Lung capacity simulated reading 
graph 

Figure 7: (prepared by student researcher): Temperature simulated reading 
curve
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The benefits of my solution are:
❏ 1. Promote psychological well-being in patients
❏ 2. Avoid influxes of SARS cases in ICUs. Refer to Figure 

10.
❏ 3. Improve patient outcomes resulting in decreased mor-

tality through telemedicine
The Future Growth of Telemedicine Powered by Emerg-

ing Technologies:
So far, one of the main hurdles to adopting emerging 

technologies in the healthcare field has been due to strict 
government restrictions and guidelines. But recently, the US 
Food and Drug Administration announced the “Artificial 
Intelligence/Machine Learning as a Medical Device Action 
Plan,” which provides a framework for all healthcare provid-
ers to encourage the development of intelligent telemedicine 
applications. 

This framework is essential for AI in telemedicine to 
grow and evolve. Another aspect is the behavioral change 
for adopting IoT in Healthcare, securing patient data, and 
developing trust for the new interface between doctors and 
patients, which are all significant steps. But due to the ad-
vancements in the standards and frameworks set by both 
federal and industry-level participation, the adoption of 
new technologies like IoT and AI/ML looks promising as 
the telemedicine industry continues to grow and enable a 
better patient experience with their healthcare providers.⁶ 
With all the opportunities that exist and the progress that 
we have made in modern technologies that can help us make 
healthcare provisions more efficient, effective, and enjoyable, 
telemedicine is clearly becoming a leading modality between 
patients and doctors.

Visual Model of working prototype product:
Below is the visual representation of the final working 

prototype (Refer to Figure 11) that shows integrated bio-
technologies necessary to remotely monitor and diagnose 
progressing health conditions of patients while quarantined 
at home or to enable continuous health data sharing mecha-
nisms with their healthcare providers via Mobile Apps (Refer 
to Figure 12). 

�   Conclusion
     Successfully developed a novel telehealth solution that 

incorporates three biosensors onto a single platform for ac-
curate and continuous self-monitoring of patient symptoms. 
An algorithm using C programming to correlate the data col-
lected was executed as an indicator of overall patient health 
- critical for timely medical intervention and patient recov-
ery. In addition, preliminary results using a limited number 
of individuals demonstrated the efficacy of the built solution 
- further testing of the device on actual patients is needed 
to corroborate this work’s findings further. We successfully 
integrated machine learning statistical analysis using hypo-
thetical patient data to evaluate predictive trends. To increase 
user accessibility, a prototype mobile app (alpha release) was 
developed that leverages patient data and statistical analysis 
to track health-related trends. Ultimately, a contactless prod-
uct (with a disposable venturi tube) was achieved to eliminate 
the risk factors of accidental spread while taking readings. 

The Roadmap:
The future area of focus is to explore additional machine 

learning models further and integrate AI directly into the 
telemedicine device to help improve the performance and 
accuracy of the predictive models that could help accurately 
predict the health progression of patients. It is also imperative 
to continue improving the device’s sensitivity and specificity 
to enable accurate and rapid diagnosis - which is critical to 
patient recovery and limiting contagion spread. In the long 
term, IoT and mobile applications can be utilized to send pa

Figure 10: Number of SARS patients admitted to ICUs5 Figure 11: (prepared by student researcher): Prototype Design 

Figure 12: (prepared by student researcher): Mobile app readings  
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tient data to doctor’s offices for immediate intervention and 
hospitalization if needed. 

Future Telehealth Application:
The current pandemic situation has forced all of us to take 

a pause and realize the importance of self-management of 
health and, more importantly, being able to monitor and 
track the current situation of vital health statistics like blood 
oxygen levels, lung capacity, and body vitals through remote 
analysis and monitoring services. Being able to transmit this 
data via electronic data storage of their healthcare providers 
can not only ensure timely action can be taken with profes-
sional medical advice and intention but also significantly 
reduce healthcare service costs and potentially eliminate risks 
of exposure and spreading of viruses due to multiple in-per-
son hospital visits for triage purposes Telehealth also reduces 
unnecessary non-urgent ER visits and eliminates transporta-
tion expenses for regular checkups. 

The evolving IoT capabilities would catalyze the design 
and deployment of remote diagnostic-based solutions that 
are both accessible and affordable for use in all parts of society 
as illustrated in Figure 17. These technologies could become 
a significant factor in public health mitigation strategies as 
the Centers for Disease Control and Prevention outlined. In 
addition, they can help shape future policies in this evolving 
landscape of medical practice. Regardless of the pandemic 
situation, the area of telemedicine is being well received by 
primary healthcare providers due to several factors like health 
care and insurance costs, timely insights and alerts for the 
doctor to diagnose a patient, timely intervention for potential 
life-threatening considerations, and improving overall patient 
and healthcare provider satisfaction..
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ABSTRACT: Climate change is already a fact, where the intensity and frequency of changes in climate extremes and their 
impacts on various physical and biological systems contribute to global warming. The United Nations Global Sustainable 
Development Goal 13 calls for urgent action to address climate change and its impacts. The goals call for strengthening resilience 
and adaptive capacity at the national and local levels. Goal 13- Climate Action, is one of the nine goals for which India has shown 
a positive push. Tamil Nadu ranked second with a composite score of 74 and is listed as a Front Runner under the Performance 
towards SDG’s goals in 2020-21. The National Action Plan on Climate Change Assessment declares that the climate parameter 
is important at the regional and local scale to estimate its impacts on various sectors. Hence in the present study, an attempt is 
made to analyze the trend and prediction of rainfall and temperature using statistical techniques like-Homogeneity test, Box and 
Whisker Plot test, Coefficient of Variability, Cluster Dendrogram, Mann-Kendall, Sen’s slope, and ARIMA model in Dindigul 
district, Tamil Nadu, India. The rainfall and temperature data are collected from 15 rainfall stations spread across the district 
for 39 years, from 1981 to 2020. The results can help prioritize new strategies for managing available water resources to sustain 
the agriculture sector’s dependence in the study area. The ongoing Action Plans of the Government of Tamil Nadu to achieve 
climate change mitigation measures are listed. These recommendations could be utilized by agriculturalists, agro-climatologists, 
and decision-makers to scientifically support development in the study area.  

KEYWORDS: Environmental Sciences, Homogeneity, Box and Whisker Plot, Coefficient of Variability, Cluster Dendrogram, 
Mann-Kendall, Sen’s slope, ARIMA.

�   Introduction
Climate change refers to a continuing shift in weather 

patterns, and although these may be natural, anthropogenic 
activities have been the primary cause of climate change since 
the 1800s.¹ The existence of climate change has already been 
proven, and the magnitude and occurrence of the variations 
in climate extremes and their control of various physical and 
biological systems argue for global warming.² Climate change 
exacerbates poverty, increases food insecurity and health risks, 
and thus escalates the overall vulnerability of exposed people.³ 
It can also pull the community toward factors such as-forced 
displacement and chronic poverty,⁴ and in the future, climate 
change will affect the agricultural zone and be the source of the 
threat of hunger and the increase of water scarcity.⁵ Climate 
change has emerged as one of the most indispensable concerns 
in sustainable development⁶, especially in the most vulnerable 
countries.⁷ The United Nations Global Sustainable Develop-
ment Goal 13 calls for urgent action to combat climate change 
and its impacts.⁸ The overall commitment made by the UN is 
to achieve Goal 13 in an integrated manner focusing on three 
broad areas- Economic, Social, and Environmental. The goal 
is to incorporate climate change and disaster risk mitigation 
measures and sustainable natural resource management into 
national progress plans.⁹ The goals call for strengthening re-
silience and adaptive capacity at the national level, as the chain 
reaction of climate change extends beyond national bounders.⁹ 

The highlights of deaths due to extreme weather events in 
2018-19 said that, for every one crore population, 15 Indians 
lost their lives. Hence a target of zero was set, meaning that all 
States/Union Territories must be adequately prepared to en-
sure that no lives are lost due to extreme weather events.⁹ The 
composite score for India has improved from 60 in 2019-20 
to 66 in 2020-21, indicating that the country has made overall 
progress toward achieving the SDGs.⁹ Nine targets are driv-
ing the positive push in India with a score between 65 and 
99, with Goal 13- Climate Action, being one of them.⁹ Tamil 
Nadu ranked second with a composite score of 74 and is listed 
as Front Runner under the Performance of States and Union 
Territory 2020-21.⁹ The heatmap that displays the perfor-
mance of each State/Union Territory shows that Tamil Nadu 
has achieved an Index score of 61, listed as a Performer, under 
SDG 13- Climate Action in 2020-21 and that the number of 
lives lost per 1 crore population due to extreme weather events 
is 12.85 in Tamil Nadu, in 2021-21.⁹ Climate change is occur-
ring on a global scale. Yet its impacts often vary from region to 
region. Local and regional level studies formulate the devel-
opment plans that mitigate the fatal consequences of climate 
change,¹⁰ and the perception of a climate emergency at the re-
gional level has received much attention in the recent past.¹¹ 
Regional-level studies would help achieve the national level 
target, and assessment of climate parameters is important at 
the regional and local levels to estimate the impacts on differ-
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ent sectors, according to the National Action Plan on Climate 
Change.¹²

My mother is a geographer and, interestingly, does research 
in various areas of her field. In conversations with her, I learned 
facts about the current global focus on the Sustainable Devel-
opment Goals.  I was amazed to discern the 17 goals, of which 
Goal 13- Climate Action is closely related to the other SDGs. 
Goal 13 has five Targets, and each target includes one or more 
Indicators that can be used to measure and monitor global 
progress and challenges in achieving the goal. I have read in 
some articles that the United Nations and Non-governmental 
Organizations are working on issues related to UN SDG 13. 
And these details and statistics have always fascinated me. 

I chose the study area, the Dindigul district, in Tamil Nadu, 
India, where my mother was born and where I often visited, 
especially the rainfall stations in the popular tourist hill sta-
tion destinations -Berijam and Kodaikanal, where I did my 
primary education.  At that time, I was curious to learn about 
the changes in the significant climatic variables- rainfall and 
temperature, in the Dindigul district. For this purpose, I want-
ed to collect the Rainfall and Temperature data for the study 
area and apply statistical techniques to analyze these data. It is 
at this point that I formulated my research question-

"How do climatic variables like Rainfall and Temperature 
affect climate change in a local area, and what mitigation 
measures could be taken to address it?”

My research would provide a valuable outcome for under-
standing climate change at the local level. In addition, I chose 
to incorporate the Government Action Plans currently being 
implemented in relation to SDG 13-Action, to combat cli-
mate change in the study area. The analysis of the differences 
in meteorological variables is an important task for the mon-
itoring of climate change. Therefore, an attempt is made to 
analyze the trend and prediction of Rainfall and Temperature 
using statistical techniques like the Homogeneity test, Box 
and Whisker Plot test, Coefficient of Variability, Cluster Den-
drogram, Mann-Kendall, Sen’s slope, and ARIMA model in 
Dindigul district, Tamil Nadu, India.

Objectives:
1. To analyze the Uniformity and Variability of Rainfall and 

Temperature from 1981 to 2020.
2. To study the Pattern and Trend of Rainfall and Tempera-

ture from 1981 to 2020.
3. To Predict the Rainfall and Temperature in the study area.
4. To list the Action Plans for SDG 13-Action to Combat 

Climate Change- those are in progress and undertaken by the 
Government of Tamil Nadu.

Study Area:
The study area, Dindigul district, is located in the central 

part of Tamil Nadu, with an extension between 10°14'45" and 
10°31'00" North latitudes and 77°45' and 78°4'30" East lon-
gitudes, covering an area of 6266.64 sq. Km (Figure 1). It is 
bordered by Erode, Karur, and Tiruchirappalli districts to the 
north, Madurai district to the east and south, Coimbatore dis-
trict, and Kerala state to the west. Dindigul district is covered 

by an undulating plain predominantly with red soil.¹³ The 
study area has a tropical climate, with an average annual tem-
perature of 21.2°C and rainfall of about 700-1400 mm yearly. 
The population of the Dindigul district is 2159775 persons, 
according to the 2011 census, ranking 16th among the districts 
wise of Tamil Nadu.¹⁴ The district is divided into fourteen 
blocks, namely Attur, Dindigul, Reddiyarchatram, Shanarpat-
ti, Nattam, Nilakkottai, Vathalagundu, Oddanchatram, Palani, 
Toppampatti, Guziliamparai, Vadamadurai, Vedasandur, and 
Kodaikanal.

�   Methodology and Data 
The rainfall data were downloaded from NASA/POWER 

CERES/MERRA2 Native Resolution Average Monthly, 
from 01/01/1981 to 12/31/2020, with 0.5*0.625 degrees at 
approximately 706.32 meters. The rainfall data were collected 
from 15 rainfall stations for 39 years from 1981 to 2020 in the 
study area. The 15 rainfall stations are Berijam, Chatrapatti, 
Dindigul, Kamachipuram, Kodaganar, Kodaikanal, Kuthirai-
yar Dam, Marudhanadhi Dam, Nattam, Nilakkotai, Palani, 
Peeranai, Vedasandur Central Tobacco Institute (CTRI), 
Vedasandur and Virupachi. The Average Monthly Tempera-
ture data were downloaded from the same platform from 
01/01/1981 to 12/31/2020, and the data range is 2 meters. 
ArcMap 10.8 and Microsoft Office 2013 process and calcu-
late the data. The location of the rainfall stations is shown in 
Figure 2: their latitudes, longitudes, and elevations are list-
ed in Table 1. It is important to note that two hill stations, 
Berijam and Kodaikanal, are located in the study area. The 
Homogeneity test, Box and Whisker Plot test, Coefficient 
of Variability, and Cluster Dendrogram, for both climatic 
variables, were calculated using simple statistical techniques. 
Mann-Kendall and Sen’s Slope tests analyze monthly rainfall 
and temperature trends. The precipitation and temperature 
data prediction analysis were analyzed using the Dick-
ey-Fuller Test, and the ARIMA model was processed with R 
statistical R program software.

Figure 1: Study Area-Dindigul District.
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A data series is “homogenous” only if the recorded data are 
actually due to climatic variations²³ and not to non-climatic 
factors (i.e., measurement errors, instrument errors, or errors 
due to other human-induced changes).²³ The homogeneity 
of the time series was tested using the Standard Normal Ho-
mogeneity Test (SNHT),²⁴ and the Buishand’s Range Test 
(BRT).²⁵ The results showed that all data sets in Bangladesh²⁶ 
were homogeneous. Three homogeneity tests, namely, SNHT, 
BRT, and Pettitt Test (PT), are used to examine the homo-
geneity of rainfall data.²⁷ The PT and SNHT developed by 
Alexandersson and Moberg are used to study the changes in 
annual and seasonal rainfall datasets for all meteorological 
subdivisions in India.²⁸ Buishand’s Range Test (BRT), Pet-
titt’s Test (PT), and Von Neumann’s Ratio Test (VNRT) are 
used along the coastal districts of Maharashtra.²⁹ SNHT has 
been used to test the homogeneity of long-term data series at 
a 5% significance level in the northeastern states of India.³⁰

Previous studies in Variability using the Box & Whisker 
Test and Coefficient of Variability in Rainfall and Tem-
perature analysis:

Analysis of annual rainfall time series from 1980-2013 
from many rain gauge stations was carried out using box and 
whisker plots in the semi-arid region of southern India.²⁷ 
Monthly, annual, and seasonal rainfall data were presented in 
box plots in the northeastern states of India.³⁰ Box and whis-
ker plots were constructed for monthly rainfall in Kalahandi, 
Bolangir, and Koraput districts from 1980 to 2017.³¹ The 
boxplots are analyzed for the monthly rainfall figures from 
1975 to 2009 for the Brong Ahafo Region in Ghana.³²

The coefficient of variation (CV) represents the ratio be-
tween the standard deviation and the mean and is used to 
differentiate the degree of variation from one data series to 
another.³³ A higher CV value indicates greater variability, 
and vice versa.³⁴ Analysis of spatiotemporal annual rainfall 
variability in the Wadi Cheliff Basin, Algeria, from 1970 to 
2018 shows an opposite spatial pattern between CV and an-
nual rainfall.³⁵ The CV for rainfall and rainy days is calculated 
for Ghataprabha River Basin, India.³⁶ The trend, variability, 
intensity, number of dry days, mean rainfall pattern, and vari-
ability in annual and SW monsoon seasons between 1989 to 
2018 are analyzed, district-wise, for Kerala and West Ben-
gal.³⁷

Previous studies in Patterns using Cluster Dendrograms 
in Rainfall and Temperature analysis:

The cluster analysis of 27 rainfall stations was done using 
the agglomerative hierarchical clustering technique with the 
criteria of Ward’s minimum variance method and Squared 
Euclidean Distance method using Statistica for southern In-
dia.²⁷

Previous studies in Trends using Mann-Kendall and 
Sen’s Slope for Rainfall and Temperature analysis:

The Mann-Kendall (MK), a nonparametric test, has been 
used consistently to detect an upward or downward trend in 
a range of hydrologic climate and environmental data.³⁸ The 
MK test can be used for any variable for trend detection.³⁹ 
The MK test was used to examine rainfall and temperature 
trends in the southern Gonder zone, Ethiopia.⁴⁰ The MK test 

�   Review of Literature 
Previous studies in Rainfall and Temperature analysis:
Rainfall and temperature are the fundamental physical 

parameters as they determine the environmental conditions 
of a given region.¹⁵ Increasing surface temperature leads to 
changes in rainfall,¹⁶ and the analysis of temperature varia-
tions remains an important point of discussion.¹⁷ The effects 
of climatic changes on rainfall and temperature have received 
much attention from researchers worldwide¹⁸ and at the re-
gional level.¹⁹ Increased surface temperatures and rainfall 
variability can lead to crop failure and increased incidents of 
pests.²⁰ Analysis of long-term temperatures and precipita-
tion trends is extremely important for rain-fed agricultural 
regions.²¹

Previous studies in Uniformity using Homogeneity Tests 
in Rainfall and Temperature analysis:

Rainfall records are critical to a climate-related study, and 
often changes in data collection methods, relocation of sta-
tions, and outdated equipment affect the data availability.²² 

Figure 2: Location of Rainfall Stations                                 

Table 1: Details of Rainfall Stations                                                                                              
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was used to estimate the trend of more than 500 rain gauge 
stations over 50 years in Italy.⁴¹ The trend of climatic vari-
ables between the years 1977 to 2012 in 4 rain gauge stations 
of Togo, Africa, was analyzed using the MK test.⁴² A study of 
rainfall trends using the MK test between 1950 and 2015 was 
researched in the river catchment in the southwestern Ghats, 
India, for different seasons.⁴³ The Mann–Kendall’s test was 
used to analyze the trend direction of rainfall in India’s 12 
semi-arid districts of western Rajasthan.⁴⁴ 

Sen’s estimator is a non-parametric method used for trend 
analysis and magnitude of the hydroclimate dataset.⁴⁵ Sen 
developed an innovative trend analysis for meteorological, 
hydrological, and environmental variables.⁴⁶ The trend anal-
ysis of temperature and its significance level in Gombe state, 
Nigeria, was studied using Sen’s estimator.⁴⁷ MK and Sen’s 
slope trend analysis are applied to investigate India’s season-
al stream flow variability.⁴⁸ Similar studies are done for 21 
stations from 1991-2020 in Mandya, Karnataka.⁴⁹, Kashmir 
Himalayas⁵⁰, and the northeastern states of India and Odis-
ha.³⁰,³¹

Previous studies in Prediction using ARIMA in Rainfall 
and Temperature analysis:

Prediction through providing statistics and facts about the 
future availability of rainfall is critical for managing water 
supply and demand, mitigating droughts, ensuring water lev-
els in reservoirs, and devising mitigation measures.⁵¹ Together 
with trend analysis, forecasting future changes in climate 
variables assists policy planners.⁵² The Coastal Development 
Strategy prepared by the Water Resources Planning Orga-
nization predicts that monsoon rainfall in Bangladesh will 
increase by 12 % and winter rainfall will decrease by 10 % 
by 2100.⁵³ Research predicted that a temperature rise would 
exacerbate urban heat in Addis Ababa, Ethiopia.⁵⁴ The Indi-
an Climate Change Assessment Network from 2010 to 2030 
projected an all-around increase in greenhouse gases for the 
Indian subcontinent, where annual mean surface temperature 
is projected to increase by 1.7 to 2.0 °C by 2030, which will 
be felt at higher altitudes.⁵⁵

Various techniques, such as Moving Average (MA), Auto 
Regressive (AR), Auto Regressive Moving Average (ARMA), 
and Integrated ARMA (ARIMA), are widely used forecast-
ing methods for analyzing rainfall patterns in different time 
series.⁵⁶ The autoregressive method assumes that the past can 
predict the future based on the correlation between the fu-
ture and the past.²¹ The Auto-Regressive Integrated Moving 
Average (ARIMA) model is used to predict future rainfall 
trends for the mean rainfall in Bangladesh.²⁶ The ARIMA 
model is used to predict rainfall in the Sylhet region⁵⁷ and in 
the coastal region of the Bay of Bengal.⁵⁸
�   Results and Discussion
Analysis of Uniformity using Homogeneity Test for 

Rainfall and Temperature data:
In the study area, the Uniformity of monthly rainfall and 

temperature was analyzed using the Homogeneity test, at 15 
rainfall stations, for 39 years from 1981 to 2020.  The results 
are presented in Table 2 and Table 3. The Standard Nor-
mal Homogeneity Test (SNHT) and Buishand Range Test 

(BRT) are used to test the homogeneity at a 5 % significance 
level in all the rainfall stations. The null hypothesis states that 
the annual rainfall values are independent, identically dis-
tributed, and homogeneous, while the alternative hypothesis 
states that the mean changes abruptly at an unknown time.⁵⁹  
The null hypothesis (H0) is accepted if the estimated p-value 
is greater than the a-value at a 5% significance level: other-
wise, it is rejected. ²⁷  

The results of the homogeneity tests for the rainfall and 
temperature data are shown in Tables 2 and 3, respectively. 
The tables show that the results are grouped into two classes 
depending on whether the hypothesis for both the tests- the 
homogenous (that accepts the Null hypothesis) and Non-ho-
mogenous (that rejects the Null hypothesis). In the analysis 
of monthly rainfall (Table 2), the highest value (10.063) of 
SNHT is found in Berijam and Kodaikanal stations. These 
stations are Non-homogenous, while the remaining 12 sta-
tions are homogenous. The non-homogeneity is observed in 
all rainfall stations for monthly temperature analysis (Table 
3), which proves that the availability of daily and hourly data 
could be more consistent.

Analysis of Variability using Box & Whisker Test and 
Coefficient of Variability for Rainfall and Temperature 
Data:

The variability of monthly rainfall and temperature data 
for 39 years from 1981 to 2020 is analyzed using the Box & 
Whisker test and the Coefficient of Variability in the study 
area.

Table 2: Homogeneity Test for Rainfall Data                                                                                              

Table 3: Homogeneity Test for Temperature Data                                                                                              
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Box & Whisker Test:
The Box and Whisker test for monthly rainfall data is 

shown in Figure 3. Studies show that the short boxes have 
less temporal variation, and the rainfall stations with the long 
boxes represent a highly dispersed and consistent rainfall pat-
tern.²⁷ Similar conditions prevail in this study, as shown in 
Figure 3. The median line divides the long and short boxes 
into upper and lower quartiles. In the study area, four rain-
fall stations, Berijam, Kodaikanal, Nattam, and Nilakottai, 
have long boxes, while the remaining 11 stations have short 
boxes. In the case of Chatrapatti, Dindigul, Kamachipuram, 
Kodaganar, Peeranai, Vedasandur (CTRI), and Vedasandur 
rainfall stations, the median line within the boxes is in the 
upper quartile, which means that these stations have received 
less rainfall.

The Box and Whisker test for the monthly temperature 
data is shown in Figure 4. It shows that the long boxes with a 
highly dispersed temperature variation are found in the Beri-
jam and Kodaikanal rainfall stations. In Palani, Virupachi, 
and Chatrapatti rainfall stations, the median line is in the 
lower quartile, exhibiting that these stations have experienced 
substantial temperature variation.

Coefficient of Variability (CV):
This study calculated monthly rainfall and temperature 

variability using the Coefficient of Variability (CV), for 39 
years, from 1981 to 2020. CV is calculated to examine the 
rainfall and temperature variability, and a higher value of CV 
is an indicator of greater variability, and vice versa, which is 
calculated as CV= σ/μ x 100, where σ is the standard devia-
tion, and μ is the mean precipitation.⁶⁰ 

The CV was calculated for the monthly rainfall and tem-
perature data in the study area and is shown in Table 4 and 
Table 5, respectively. The coefficient of variability for the 
monthly rainfall data (Table 4) indicates that the Dindigul 
rainfall station has experienced the higher and Berijam and 

Figure 3: Box & Whisker Test for Rainfall Data  

Kodaikanal have the lowest variability. The highest rainfall 
variability is noticed during February, followed by January 
and March, and the lowest variability is observed in October. 
The coefficient of variability for monthly temperature data 
(Table 5) reveals that Berijam & Kodaikanal rainfall stations 
have higher variability, and Dindigul, Kamachipuram, Koda-
ganar, Peeranai, Vedasandur CTRI, and Vedasandur rainfall 
stations, the lowest variability. The highest temperature vari-
ability is in October and November, and the lowest is in April.

Analysis of Spatial Patterns using Cluster Analysis for 
Rainfall and Temperature data:

The spatial pattern of monthly rainfall and temperature 
data, for 39 years, from 1981 to 2020, for the study area is an-
alyzed using Cluster Dendrogram analysis. They are shown 
in Figure 5 and Figure 6, respectively. Cluster analysis was 
developed to classify a multivariate data set into homoge-
neous clusters with minimum dissimilarity within clusters 
and maximum contrast between clusters.⁶¹ In this study, the 
R programming software K Means Clustering technique is 
used to process the data.

The Cluster Dendrogram for monthly rainfall data (Fig-
ure 5) reveals the following conclusions. The trails were made 
by classifying the study area with four rainfall clusters where 
Cluster 1 consists of Berijam, Kodaikanal: Cluster 2 is found 
in Nattam, Nilakottai: Cluster 3 includes Kuthiraiyar Dam, 
Maruthanadhi Dam, Palani, Virupachi and the remaining 
taluks are classified under Cluster 4. In Kodaikanal and Beri-
jam, classified as cluster 1, the rainfall is highly dispersed, 
indicating a higher distributed rainfall pattern as these two 
rainfall stations are located nearly 2088 and 2150 meters 
above the mean sea level, respectively. The Cluster Dendro-
gram for monthly temperature analysis (Figure 6) shows that 
there are four temperature clusters, Cluster 1 includes Beri-
jam and Kodaikanal, Cluster 2 consists of Nattam, Nilakottai, 
Cluster 3 has Kuthiraiyar Dam, Maruthanadhi Dam, Palani, 

Figure 4: Box & Whisker Test for Temperature Data  

Table 4: Coefficient of Variability analysis for Rainfall data                                                                                              

Table 5: Coefficient of Variability analysis for Temperature data                                                                                              
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fall under cluster 4. The Cluster wise fluctuations in monthly 
rainfall and temperature in each cluster are oscillatory and do 
not have a regular pattern, as each cluster has specific rainfall 
and temperature aspects in the study area.

Trend analysis using Mann-Kendall and Sen’s Slope for 
Rainfall and Temperature data:

Monthly rainfall and temperature trends are analyzed in 
the study area from 1981 to 2020 for 15 rainfall stations, us-
ing Mann-Kendall and Sen’s slope tests. Tables 6 and 7 show 
the monthly rainfall and temperature patterns obtained in 
the study area using the Mann-Kendall test and Sen slope 
estimator, respectively. When performing the Mann-Kendall 
test, Kendall Tau, a measure of the correlation between two 
variables, is obtained, and the Kendall Tau takes values be-
tween ± 1.⁶²  

The following conclusions can be drawn from Table 
6. The results based on the intensity of the z- value of the 
Mann-Kendall test at the significance level of 0.05 indi-
cate that the monthly rainfall in January, March, June, July, 
September, and December shows a negative trend (-0.15 to 
-1.11). The z- value shows a positive trend, varying from 
0.38 to 1.78, and observed in February, April, May, August, 
October, and November, with a strong positive trend (z- val-
ue 1.78) in May. Sen slope test shows an increasing trend 
(0.0051 to 0.0500) in February, April, May, August, October, 
and November and a decreasing trend, -0.0018 and -0.0486, 

Figure 5: Cluster Dendrogram analysis for Rainfall data                                                                                              

Figure 6: Cluster Dendrogram analysis for Temperature data                                                                                              

in December, September, July, March, January, and June. The 
annual rainfall trend is increasing as both Sen’s slope estima-
tor and Kendall’s tau (Z) are positive and found to be 0.00003 
and 0.00002, respectively. The results of the Rainfall trend 
have shown an increase with notable trends perceived at the 
95% confidence levels, as recommended.⁶³

From Table 7, the following conclusions are drawn. The re-
sults based on the intensity of the z value of the Mann-Kendall 
test at the 0.05 significance level indicate that the monthly 
temperature has a negative trend (-0.18 to -2.06) in February, 
January, March, April, May, June, November, and December. 
The z value shows a positive trend, varying between 0.34 and 
1.37, observed in July, August, September, and October, with 
a high positive trend (z value 1.37) found during August. 
Sen's slope test reveals an increasing trend (0.0054 to 0.0244) 
during September, August, July, and October and a decreas-
ing trend,   -0.0065 and -0.0363, February, January, April, 
May, June, November, December, and March. The trend of 
annual rainfall is increasing as both the slope estimator of the 
Sen and the tau (Z) values of Kendall are Negative and found 
to be -0.0406 and -0.2208, respectively. The results of the 
Rainfall trend have shown a decrease, with significant trends 
observed at the 95% confidence levels.  

Prediction analysis using ARIMA Model for Rainfall 
and Temperature data:

The prediction analysis for rainfall and temperature is done 
in the study area from 1981 to 2020 for 15 stations, using the 
ARIMA model that applies the data in the past to prepare 
forecasts. The data was analyzed with R statistical R program 
software.

Box Jenkins Algorithm:
The Box Jenkins (1970)⁶⁴,⁶⁵ advanced the ARIMA model. 

This method uses ARIMA time series models to systemati-
cally Identify, Estimate, and Check (goodness of fit) 

Table 6: Trend analysis for Rainfall data                                                                                              

Table 7: Trend analysis for Temperature data                                                                                              
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procedures.⁶⁶ In the Identifying procedure, the ACF and 
PACF plots are used. The second procedure estimates the pa-
rameters of the identified models. The third procedure helps 
to assess the most fitted model using Ljung Box Test.⁶⁷ Final-
ly, the best-fitting model is chosen depending on the Akaike 
Information Criterion (AIC) value.

ARIMA (Auto Regressive Integrated and Moving Av-
erage) is an extensively used statistical tool to analyze and 
predict time series data and consider serial correlation within 
the time series⁶⁸  and used to initiate forecasts. This approach 
is typically useful for short to medium-term forecasting.⁶⁹ A 
set of data obtained sequentially over time is called a Time 
series. Box Jenkins formula is applied to generate a pattern 
and structure of the time series data collected and examine 
the best-fit model and forecast. This process is indicated in 
Table 8.

Prediction analysis for Rainfall data:
The first step is to plot the data, and as it occurs in time, it 

is called a time plot. The time series plot for monthly rainfall 
and temperature calculated from 1981 to 2020 is shown in 
Figures 7 and 8, respectively. From the figures, it could be ob-
served that the time series plot for rainfall and temperature, 
which are volatile, is an indication of seasonality. The series 
generally shows the rise and fall of monthly precipitation and 
temperature in the study area over the years. 

We can endorse the non-seasonality behavior to select the 
best-fit model by computing the Auto Correlation Function 
(ACF) and Partial Auto Correlation Function (PACF). As 
the model selection is vital, and to achieve it, the analysis of 
ACF and PACF needs to be appropriately applied.⁷⁰ and the 
ACF and PACF plots for rainfall and temperature in Tables 
9 and 10. 

Table 8: Box Jenkins Algorithm64,70                                                                                                 

The time series ACF and PACF plots for the monthly 
rainfall and temperature from 1981 to 2020 are observed, and 
the same is given in Figures 9 and 10, respectively. From the 
figures, it could be observed that most of the spikes of ACF 
and PACF plots are outside the confidence limits. It is also 
seen that the ACF shows a wave-like pattern of variation. It 
offers a significant autocorrelation time series plot of month-
ly Rainfall and temperature from January 1981 to December 
2020 with d = 0 and D = 0.

Figure 7: Time series plot for rainfall data                                                                                              

Figure 8: Time series plot for temperature data                                                                                              

Table 9: ACF and PACF plot for rainfall data                                                                                                 

Table 10: ACF and PACF plot for temperature data                                                                                                 

Figure 9: Time series ACF and PACF plot for rainfall data with Seasonal 
Differencing                                                                                               
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Augmented Dickey-Fuller Test:
The Augmented Dickey-Fuller test (ADF), a unit root test 

(whether a time series is stationary or non-stationary), allows 
accepting or rejecting the null hypothesis of stationarity in a 
time series for validation⁷¹ and the same method is used in 
the present study.  The ADF test will give a negative number 
on which the rejection of the hypothesis depends. This test 
uses two assumptions, the Null hypothesis, where the series is 
non-stationary, and the Alternative hypothesis, where the se-
ries is stationary.⁷² In the present study, the same test is done 
using an algorithm designed using R programming software. 

Stationarity plays an essential role in time series analysis,⁷² 
and one can test the stationarity or time series data using the 
unit root test proposed by Dickey and Fuller in 1979.⁷³ The 
author⁷⁴,⁷⁵,⁷⁶ have used Dickey Fuller Test to forecast the 
rainfall pattern for the monthly weekly, and daily monsoon 
time series for 14 years. The same methodology is used in 
this research.

Rainfall
data:  Data
Dickey-Fuller = -12.452, Lag order = 7, p-value = 0.01
alternative hypothesis: stationary
The test statistic: is -12.452, and the P-value: is 0.01
Since the p-value is less than .05, it could be inferred that 

the Monthly Rainfall data is Stationary.

Temperature
data:  Data
Dickey-Fuller = -14.514, Lag order = 7, p-value = 0.01
alternative hypothesis: stationary
The test statistic: is -14.514, and the P-value: is 0.01
Since the p-value is less than .05, hence, conclude that 

Monthly Temperature data is Stationary.
Model Fit for Rainfall:
The 8 Identified ARIMA models were listed in Table 11 

for monthly rainfall data. It could be observed that only ARI-
MA (1,0,1)(1,0,1)₁₂ has met the assumptions of the model 
diagnostics. The Best Model for the data is ARIMA (1,0,1)
(1,0,1)₁₂ with an AIC score of 1855.23, as it has met the as-
sumptions of the model diagnostics.

 

Figure 10: ACF and PACF plot for temperature data with Seasonal 
Differencing                                                                                              

Model Fit for Temperature:
The 8 Identified ARIMA models were listed in Table 12., 

for monthly temperature data. It could be observed that only 
ARIMA (1,0,1)(1,0,1)₁₂ has met the assumptions of the 
model diagnostics. The Best Model for the data is ARIMA 
(1,0,1)(1,0,1)₁₂ with an AIC score of 1768.57, as it has met 
the assumptions of the model diagnostics.

Residual Plot:
The residual plots of monthly rainfall and temperature 

data are shown in Figures 11 and 12, respectively. The results 
shown in the figures are derived by following the method ad-
opted by the author.⁷⁷ The mean of the residuals is close to 
zero, and there is no significant correlation in the residual se-
ries in the study area. It can be observed from the figure that, 
in the Standardized Residuals, a sizeable positive residual is 
seen in 1992 and 1994 for monthly rainfall and temperature, 
respectively. The time series showing a wave-like pattern 
is evidence of seasonality. The ACF of the residuals graph 
shows a periodic pattern that might be due to the seasonal 
effect. In this study, the Ljung-Box test (a test employed to 
check the independence of the residuals) is based on a Q-Q 
plot where the p-value is proportionately large. 

Table 11: ARIMA models for rainfall data                                                                                                 

Table 12: ARIMA models for temperature data                                                                                                 

Figure 11: Residual plots for rainfall data                                                                                              
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Forecast for monthly temperature:
The ARIMA (1,0,1)(1,0,1)₁₂  with the minimum AIC 

(1768.57), the best model, is used to forecast the Monthly 
Temperature for the next five years- 2021, 2022, 2023, 2024, 
and 2025. Figure 14 and Table 14 show the forecasted plots 
for monthly temperature in the study area. The black line in-
dicates the actual values and the red line depicts the predicted 
values. The average annual temperature in the study area is 
21oC. It is maximum during April, followed by May and June.

Action Plans towards SDG 13-Climate Change, under-
taken by the Government of Tamil Nadu:

A. The Centre for Environmental Information System 
(ENVIS), Tamil Nadu,⁸⁰ has taken steps to combat climate 
change and those following.

1.Tamil Nadu State Climate Change Cell (TNSCCC)⁸⁰ 
Realizing the importance of the impact of climate change, 
the Department of Environment (DoE), Government of 
Tamil Nadu has initiated Tamil Nadu State Climate Change 
Cell (TNSCCC) responding to the call of India's Nation-
al Action Plan on Climate Change (NAPCC). The vision 
of the cell is to respond to global climate change by build-
ing capacity at the local level, particularly in the context of 
Tamil Nadu State, and to make it a resilient state to combat 
climate change. This will be addressed through effective cli-
mate change governance and climate services by connecting 
climate change science- policy-society by the climate change 
cell. However, the cell’s mission is to establish a platform to 
collect, collate and disseminate climate change information 
about Tamil Nadu State to various stakeholders ranging 
from farmers, fishermen, general public to policy planners, 
decision-makers, bureaucrats, and others to enable effective 
climate change governance and services. 

2. Climate Change Adaptation in Rural Areas of India 
(CCARAI) Project⁸⁰

Forecast:
The term forecast refers to predicting the future monthly 

rainfall and temperature of the studied time series. Forecast-
ing is vital in decision-making and planning processes in all 
socio-economic sectors. The best-fitting model based on AIC 
is selected. As per the suggestion by the author,⁷⁸  the model 
with the smallest AIC, and the same procedure is followed in 
the present research study. The study⁷⁹ also supports that the 
selection of the best-fit model is strongly associated with the 
best performance of the residual analysis. 

Forecast for monthly Rainfall:
The ARIMA (1,0,1)(1,0,1)₁₂ with the minimum AIC 

(1855.23), the best model, is used to forecast the Monthly 
Rainfall for the next five years- 2021, 2022, 2023, 2024, and 
2025. Figure 13 and Table 13 show the forecasted plots for 
monthly rainfall in the study area. The black line indicates 
the actual values and the red line depicts the predicted values. 
The monthly rainfall in the study area varies from about 700 
mm to 1600 mm. It is maximum during the Northeast Mon-
soon Seasons- highest in October & November and gradually 
decreases in December. The rainfall distribution is found to 
be minimum in the northeast and progressively increases to-
wards the South and Southwestern regions in the study area. 

Figure 12: Residual plots for temperature data                                                                                              

Figure 13: Forecast plots for monthly rainfall                                                                                               

Table 13: Forecast analysis for monthly rainfall                                                                                                  

Figure 14: Forecast plots for monthly temperature                                                                                              

Table 14: Forecast analysis for monthly temperature                                                                                                  
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programs, tree planting, celebrating Green Days, eco compe-
titions, eco camps, etc., The NGC Eco clubs will also help 
and support the creation and maintenance of nutri-gardens 
in the schools with native species of trees and local vegetables 
wherever possible.⁸¹

9. Chief Minister's Green Fellowship Programme (CMG-
FP) aims to disseminate climate change awareness by means 
and ways to attract younger generations and students and to 
create a pool of green ideas and technological interventions 
that will reduce the Environment, Climate change impacts, 
and conserve Nature.⁸¹

 10. The Climate Smart Villages would serve as demo sites 
to test an approach through participatory methods with var-
ious technological and institutional options for dealing with 
climate change at the community level.⁸¹

11. Sustainable Habitat –Energy saving measures in Gov-
ernment and Private buildings, residents – independent, and 
apartments are practiced to reduce greenhouse emissions 
from energy production and consumption to reduce the im-
pacts of Climate Change.⁸¹
�   Conclusion
In the present study, an attempt is made to analyze the trend 

and prediction of rainfall and temperature using statistical 
techniques like-Homogeneity test, Box and Whisker Plot test, 
Coefficient of Variability, Cluster Dendrogram, Mann-Kend-
all, Sen’s slope, and ARIMA model in Dindigul district, Tamil 
Nadu, India. The rainfall and temperature data are collected 
from 15 rainfall stations spread across the district for 39 years, 
from 1981 to 2020. The present study has used techniques 
admired worldwide by scientists for providing high-preci-
sion results. The primary and essential requirement for the 
management and developmental planning of any region in 
recent times sectors is the exploration of the spatiotemporal 
distribution and changing patterns of climatic variables, their 
trends, and forecast. This study would be helpful to assist the 
policy and decision-makers establish strategies and priorities 
to combat the changes in rainfall and temperature patterns in 
the study area and their stress on global climatic change.  
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ABSTRACT: The values of trigonometry function at π/6 , π/5 , π /4 , and π /3 have simple root expressions. However, it is not 

easy to find a record of the value of the trigonometry function π/7. An article from Wolfram Mathworld states that cos (π/7) is a 

solution of a cubic equation without giving a root expression of cos (π/7). The objectives of this project are to prove that cos (π /7) 

is a solution to the cubic equation and to find a root expression cos (π/7). Further investigation into the cubic equation shows that 

the other two roots are the values of cos (3π/7) and cos (5π/7). Therefore, the scope of the study has been extended to cover the 

values of cosine at π/7 , 3π/7, and π5/7. The methods of this study consist of three steps. First, prove that cos (π/7), (3π/7), and (5 
/7) are solutions to the cubic equation using trigonometric identities. Next, find root expressions of the solutions using Cardano’s 

method. Lastly, identify the root expressions with cos (π/7), cos (3π/7), and cos (5π/7). The result shows that the value of cos (π/7) 

can be written in two forms: one with w and another without w , 

w h e r e                   More explicitly,         

 
w h e r e                 . H e r e                is defined to be the cube root of that 

lies in the first quadrant of the complex plane and Re(z) referred to as the real part of the imaginary number z. The exact values 

of Re(z), Re(zw), and Re(zw²),   are determined later. Hence, the exact value of cos (π/7) can be rewritten more precisely as

and

KEYWORDS: Mathematics; Algebra; Cubic equation; Cardano’s method; Exact value of cosine at π /7, 3π /7 , and 5π /7.

�   Introduction

The values of trigonometric functions at π/6, π/5, π/4, and  
π/3 have simple root expressions. However, it is not easy to 

find a record of the values of trigonometric functions at π/7 . 
That makes this problem interesting and challenging. More-
over, the solution to this problem will broaden trigonometric 
knowledge. An article from Wolfram Mathworld states that    
cos (π/7) is a solution of a cubic equation and sin(π/7) is a 

solution of a sextic equation without giving root expressions of 
both quantities¹. It is easier to solve the cubic equation for cos 

(π/7) and then use a trigonometric identity sin²(x)+ cos² (x)=1 

to find sin (π/7). So this project is aimed to find only the exact 

value of cos (π/7).
Quadratic equations are easy to solve by factoring or using 

the formula                                where the quadratic equation
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is. However, doing so for cubic equations is not easy at all. 
Therefore, Cardano’s method is introduced in this project to 
solve the cubic equation.

Several concepts about complex numbers are also introduced 
in this project. Complex numbers are numbers with a real part 
and an imaginary part written as z= a+ bi where a, b E R and                   
a is the real part and b is the imaginary part of the 
imaginary number z. Imaginary numbers can be expressed in 
other forms.

Where the radius                and θ  is the angle that a 
complex vector makes with the real axis in the complex plane 
counterclockwise.

In addition, cube roots of unity are constantly used through-
out the work. Cube roots of unity are the solutions to the 
equation x³-1= 0. They are 1, ω , and  ω ² where ω                             
and  ω ²                . Cube r o o t s of unit
ty    have a significant geometric application to this 
project. When we multiply two imaginary numbers, their 
lengths are multiplied, and their angles are added. ω, and ω ²   
with a radius of one make angles of        a n d   radi-
ans respectively with the real axis in the com- p l e x 
plane. So, when we multiply a complex number with ω , and ω 
²,the result has the same radius but is rotated by                   

and radians respectively.
�   Methodos 

Firstly, verify that cos (π/7), cos (5π/7), and cos (3π/7)   are 

solutions of the cubic equation 8x³-4x²+1= 0. Then, solve the 
cubic equation using Cardano’s method.² After that, identify a 

root expression by algebraic evaluation with cos (5π/7) . After 

obtaining the value of  cos (5π/7) , use trigonometric identi-

ties to derive the value of cos (5π/7) to obtain the values of 

cos (π /7) and cos (3π/7). Lastly, identify the other two root 

expressions with cos (π/7) and cos (3π/7) by analyzing in the 

complex plane
�   Results and Discussions 

Show that cos (π/7), cos (3π/7) , and cos (5π/7) are solutions 

of the cubic equation 8x³-4x²+1= 0. 

First, define A=π/ 7. Get π -3A= 4A.
Take cosine function to both sides.

cos (π-3A)= cos(4A)
-cos (3A)= cos(4A)

Since cos(4A)= cos(2.2A)=2cos² (2A)-1, it follows that
2cos² (2A)+cos (3A)-1=0.

From cos (3A)=4cos³(A)-3 cos(A), get
2cos² (2A)+4cos³ (A)-3cos(A)-1=0.

Using (2A)=2cos² (A)-1, obtain

Because  therefore

8cos³ (A)-4cos²(A)-4cos(A)+1=0
Or

8x³-4x²-4x+1=0 when x=cos(π/7).

Later, assume that B=3 π/7. Get 3π-3B=4B.  .
Take cosine function to both sides.

-cos(3π-3B)= cos(4B)

It is the same equation as -cos(A)= cos(4A) in the case of 

angle π/7 so it leads to the same equation 8x³-4x²-4x+1=0. 

In other words, cos(3π-7) is another answer of the cubic 

equation. In the same way,  cos(5π/7) is one of the answers of 
the cubic equation as well. Therefore, the answers of the cubic 

equation are cos(π-7), cos(3π-7), and cos(5π/7)  .
Solve the cubic equation 8x³-4x²-4x+1=0 by using Cardano’s 
method
Define P(x)=8x³-4x²-4x+1=0  
Replace x with t+ 1/6, get

Now, know that

Divided by eight from both sides.

Then, define t= u+v , by Cardano’s method2, we know that u³   
and v³ are roots of a quadratic polynomial

Get

That is a set

Choose                    Obtain
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w h e r e                          is a conjugate of                    

From t= u+v,

From                 

 Hence, the first answer to the cubic equation is

The steps to arrive at the second and third answers are ex-
actly the same as the steps for the first answer except using 
different values of u. Hence, the calculations for the second 
and third answers will be omitted and shown in the appendix.

For                                                   the second answer is

For                                        the third answer is
 

Identify the root expression by algebraic evaluation
Consider 

where                    is the cube root of                  

that lies in the first quadrant of the complex plane. 

where                         and define                    as a cube root of     
t h a t lies in the first quadrant of 
the complex plane.

There are three different cube roots of                 as shown 
in Figure 1 below.

From Figure 1, the complex vector                makes an angle 
of a= 79.11 degrees with the real axis.

According to the theorem:
If                      is a complex number that is not zero,nth 

root of w has n different roots, which are

where 

From this theorem, we know that the first cube root of
  is a complex number that makes an angle of      
degrees with the real axis. Then we can find the 

next cube root of             by rotating the first one by 120 
degrees counter- clockwise. The last cube root is 
determined by rotating the second one by 120 degrees coun-
terclockwise. Now we know that there are three different 
cube roots of                    . However, for the simplicity of 
further cal- culations, we define                        
to be a cube root of               that lies in the 
first quadrant of the com- plex plane because both real 
and imaginary parts of this root are positive.  

From                       which is in the form of t³+pt+q= 0, know 

that         

That is        
          
Substitute                        , obtain

Figure 1: The illustration of                and three different cube 
roots of   displayed as           in the complex plane where the 
horizontal axis is the real axis and the vertical axis is the 

imaginary axis. The figure was created by the author using Geogebra 
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This is similar to the case above. We define                        to be 
the cube root of               that lies in the f i r s t 
quadrant of the complex plane for the simplicity 
of further calculations since both its real and imaginary parts 
are positive, although we know that there are three different 
cube roots of                      .    

The radius of                    is

And the radius of                  is the cube root of the radius 

of                     . Therefore, the radius of                      is      

which is 1. Then, consider the real parts of                   and  

. The real part of                    is greater 

than of                    as shown in Figure 2 where                      

and                      .   

Therefore,

Consider the first answer

Since cos(5π/7) is the only value that is less than zero,

Consider cos(5π/7)= - cos(2π/7).
Hence,

From

Because cos (π/7)>0,

From cos(2A)= 2cos² (A)-1, cos(4π / 7 )= 2cos²(2π / 7)-1 .

From cos(3π / 7)= -cos(4π / 7), 

Identify the root expressions by analyzing them on the 
complex plane:

All three answers from solving the cubic equation are

and

Figure 2: Comparison of the real parts between two complex numbers z₁ 
and z₂ (not drawn to scale) where the horizontal axis is the real axis and the 
vertical axis is the imaginary axis. The figure was created by the author using 
Geogebra.                                                                                              
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Since we know one of these three answers is the value of  , 
we have only two answers left to identify.

C o n s i d e r                           a n d                         that appear 

on each answer.
And define that

where 

because                              lies on the first quadrant of the complex 
plane.

Analyze                                , and              on the complex 

plane as shown in Figure 3.

Know that

and

 is a conjugate of

Therefore,

Now, analyze                             and 

in the complex plane as shown in Figure 4.

Figure 3: Three complex numbers in the complex plane (not drawn to 
scale). The figure was created by the author using Geogebra.  

Know that

and

Since we already know the value of cos(5π/7), we need to 
analyze only the remaining two answers.

Take a closer look at the second answer.

And take a closer look at the third answer.

Since we define that x and y are positive integers when we 
define                           where                                  

and

Figure 4: Three complex numbers in the complex plane (not drawn to 
scale). The figure was created by the author using Geogebra. 
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Moreover, the answers of cos(π/7) and cos(3π/7) can be 
written in simpler forms.

Since                                                             i and

Re 

Since                                                             i and

Re 

Therefore,

Answers in these forms also ensure that the value of cos(π/ 

7) and cos (3π/7) are real numbers as expected as a range of 

trigonometric functions.
Therefore, we can conclude that 

where                   and 

The exact values of cos(π /7) and cos(3π/7) can be written 

in two forms: one with w and another without w. There is 

only one form for the exact value of cos(5π/7).
Refer to Figure 1 again and write a polar form of             

.

and

Hence,

Recall what we have defined,                     is the cube root of     

that lies in the first quadrant of the complex plane.

So,

Therefore, the values of cos(π/7), cos(3π/7), and cos(5π/7) 

listed in the equation numbers (1)-(5) can be written more 
precisely by substituting Re (z), Re (zw), and Re (zw²) with 
their values above.

Thus,

Answers to the values of cos(π/7), cos(3π/7), and cos(5π 
/7) in such forms from above allow us to easily put those ex-
pressions into a calculator. Moreover, these expressions reveal 

relationships among cos(π/7), cos(3π/7), cos(5π/7), and cos                             
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w h e r e                   . This could also be 
future work for me and others to dis-

cuss the relationships among those functions.   
�   Conclusion

The exact values of cos(π/7), cos(3π/7), and cos(5π/7) are 

shown in equation numbers (1)-(5) in two forms: one with w 
and another without w. In equation numbers (1)-(5), those 
expressions are in terms of  Re(z) , Re(zw), and Re(zw²). Fur-
thermore, since the values of Re(z), Re(zw), and Re(zw²) are 
determined in equation numbers (6)-(8), the exact values of 

cos(π/7), cos(3π/7), and cos(5π/7) can be rewritten more pre-

cisely in equation numbers (9)-(13).     
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�   Appendix
Calculations of the second and third answers to the cubic equa-

tion
For                                 , get

From t= u + v,

From

F o r                                       get 

From t= u+v,

From 

Thus, the third answer is
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ABSTRACT: This study investigated the performance of connected rainwater harvesting systems (RWHSs) in regions 
with different rainfall characteristics. Physical and analytical performance models were developed for modeling reference and 
connected RWHS performance. Four regions, namely Seoul, Taipei, Los Angeles, and New York were selected to reflect the 
effects of different rainfall characteristics. The performance efficiency of connected RWHS increased with increased RWHS 
size, the connected total RWHS size, and combined water demands. The connected RWHS size reduction rate increased with 
increased water demands, combined water demands, and combined RWHS efficiency. Conclusively, the results of this study imply 
that connected RWHSs in rainy regions, such as Seoul, Taipei, and NY, show superior benefits with increasing efficiency at a 
constant RWHS size. Conversely, connected RWHSs in semi-arid or arid regions demonstrate greater benefits with constant 
efficiency at a reduced RWHS size.  

KEYWORDS: Environmental Engineering, Rainwater harvesting system; Performance model; Efficiency; RWHS size.

�   Introduction
Water resource availability, including water use and supply, 

has become a crucial concern in urban areas due to the popu-
lation increase. Rainwater harvesting system (RWHS), which 
stores water in barrels or cisterns, has emerged as a method 
for promoting water conservation and improving water supply 
availability. In RWHS, rainwater gathered from the roof of a 
building or house is used for multiple purposes, including gar-
dening, flushing toilets, and washing cars. Although RWHS is 
based on a simple concept, measuring the rain barrel perfor-
mance can be challenging. Most studies have used yield after 
spillage (YAS) and yield before spillage (YBS) models for the 
physical performance modeling of RWHS.¹-⁶ Rupp et al. have 
suggested a comparative analysis of different methods to esti-
mate the RWHS size.⁷ They used the Netuno program, which 
calculates the potential for potable water savings for different 
tank capacities based on daily rainfall. Cordova and Ghisi in-
vestigated the difference between the Netuno, YAS, and YBS 
models and revealed that the results of the three models are 
statistically equivalent.⁸ Additionally, the Spreadsheet ver-
sion of the Storage, Treatment, Overflow, Runoff Model (SS 
STORM) was developed for evaluating the RWHS perfor-
mance model.⁹,¹⁰ This study adopted the SS STORM model to 
produce a reference result for RWHS performance. The objec-
tive of this study was to investigate the efficiency of connected 
RWHS compared with unconnected RWHS. Specifically, this 
study analyzed (1) the benefits of connected RWHS efficien-
cy based on RWHSs size, combined RWHSs, and combined 
water demands, and (2) the benefits of RWHS size reduction 
based on water demands, combined water demands, and com-
bined efficiency of RWHSs. For this study, the better operation 
of RWHSs. This study estimates better RWHS operation ef-

ficiencies through the linked existing RWHSs in different 
rainfall characteristic regions. The results of this study provide 
a better understanding of RWHS performance and show the 
optimized RWHS installation approaches based on different 
water demands.
�   Methods
It is necessary to verify the results of the physical performance 

and analytical models. In this study, a physical performance 
model was used as a reference to adjust the analytical perfor-
mance model. A physical-based RWHS model was used in this 
study to consider the actual RWHS performance.⁹,¹⁰ For eval-
uating connected RWHS performance, an analytical method 
was applied.¹¹,¹² The analytical methods used in this study 
were calibrated to match the physical model performance re-
sults.¹³ The concept of this study is demonstrated in Figure 
1. This study compared the performances of two independent 
RWHSs (Figure 1(a)) and connected RWHSs (Figure 1(b)). 
Furthermore, RWHS performance efficiency was investigated 
based on water demand and RWHS size.     

Daily rainfall data were collected from four different cities 
in East Asia and the USA, including Seoul, Republic of Korea; 
Taipei, Taiwan; Los Angles (LA), USA; and New York (NY), 

Figure 1: Schematic of rainwater harvesting system (RWHS); (a) two single 
RWHS; (b) connected RWHS                                 
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USA. These four regions represented different Köppen cli-
mate zones with varying rainfall characteristics (Table 1). The 
period of retrieved precipitation data was 59 years for Seoul, 
Taipei, and NY and 64 years for LA.

1. Physical performance model:
The physical performance of the RWHS model was eval-

uated using the YAS algorithm. The governing equations for 
computation are as follows⁹: 

where Rff= runoff depth during a time step (mm);
Prcp=precipitation pulse (mm)
∆t=precipitation data time step (day);
S j

av= available rainwater harvesting storage at time step j 
(mm)

Smax=maximum rainwater harvesting storage (mm)
Qdm=water demand (mm/day);
Q jsp= water supply at time step j (mm/d)
Cptj= water supply rate at time step j 
n = number of simulation time (days); and
Efficiency= water supply efficiency of rainwater harvesting 

storage.
This study calculated the efficiency of the RWHS with wa-

ter supply/water demand, not with zero in Equation (4), as it is 
more accurate to consider the partial water supply.

2. Analytical performance model:
We used Equations (5) and (6) for the analytical approach.¹¹ 
Equations (1) and (2) describe the efficiency and optimal size 
of the RWHS. These two equations were derived based on the 
assumption that the distributions of event depth, inter-event 
time, and duration follow an exponential distribution.¹³,¹⁴

Where Eff is the efficiency.  is the roof area (m²)(= 1 m². in this 
study), and 
B is rain barrel size (m³), 
vffis first flush (m ) (= 0 in this study), 
    is runoff coefficient (= 1 in this study), 

 = 1/b ( b = average inter-event time (days), 
 = 1/v ( v = average event depth (m ), and

G= water use (m³). 
This study modified ψ=c/b and ζ=d/v. Parameters c and d 

are calibration parameters used to adjust the performance. In 
addition, the roof area (A ) was set as 1 m² to simplify the cal-
culations. Therefore, the units B and G were simply presented 
with depth in m per unit area.
�   Results and Discussion
1. Comparison of RWHS performance models:
Figure 3 shows the RWHS efficiency based on RWHS 

size and water demand in four different cities. The analytical 
and physical models yield very similar efficiency results. This 
indicates that the application results of the analytical model 
are reliable for estimating the effects of connected RWHSs. 
As the RWHS size increases and the water demand decreas-
es, the models produce high RWHS efficiencies, as shown 
in Figure 3. For a constant RWHS size and water demand, 
the order of higher efficiency is NY > Taipei > Seoul > LA. 
Annual rainfall strongly correlates with RWHS efficiency; 
however, New York has a high RWHS efficiency. In addition, 
New York exhibited a smaller standard deviation for monthly 
rainfall than Seoul and Taipei, resulting in a positive effect on 
the RWHS performance efficiency. 

Table 1: Daily precipitation data is retrieved from four different cities.
Figure 2: An example of an RWHS result is based on the physical 
performance method in an Excel spreadsheet.
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Figure 5 shows the increased efficiency of connected 
RWHSs based on different RWHS sizes and combined wa-
ter demands in the four regions. Generally, RWHS efficiency 
increases as the difference, and RWHS sizes and combined 
water demands increase in all four cities. However, in LA, 
combined water demands remain the same as the efficien-
cies of connected RWHS. In contrast, the other three cities 
show an increasing efficiency of RWHSs depending on the 
difference in RWHS sizes and combined water demands. It 
was found that annual rainfall and rainy days in LA are sig-
nificantly small, and combined water demands do not affect 
the connected RWHSs.

3. RWHS Size effect of the connected RWHSs:
Similar to the efficiency variable, it is necessary to analyze 

the RWHS size reduction effects of connected RWHSs. 
Therefore, this study investigated the RWHS reduction rate 
based on the difference in water demands vs. combined water 
demands and the efficiency of connected RWHSs.

Figure 6 shows the reduction rate of the total connected 
RWHS size as a function of water demand and total demand. 
All four regions in Figure 6 show that the RWHS size re-
duction rate increases as differences in water demands and 
combined water demand increase. Particularly, LA (Figure 
6(c)) produced a much greater RWHS size reduction rate 
than the other three cities (Figure 6(a), 6(b), and 6(d)). LA 
in Figure 6(c) shows a higher RWHS storage reduction rate 
of up to 40%. However, Figures 6(a), 6(b), and 6(d) show low 
RWHS reduction rates between 0 and 1%. This indicates that 
the dry region gets advantages from connecting RWHSs in 
terms of RWHS size reduction. In other words, the LA 

2. Efficiency effect of the connected RWHSs:
To quantify the effect of connected RWHS on the effi-

ciency of water demand, two RWHSs of different sizes were 
investigated. Figure 4 shows that efficiency increases with in-
creased RWHS sizes and combined RWHS sizes. The order 
of high efficiency is Taipei > NY > Seoul > LA. It was found 
that annual rainfall and rainy days affect the RWHS effi-
ciency. The RWHS efficiency, based on the RWHS size and 
combined RWHS size, increased as the annual rainfall and 
annual rainy days increased. Connected RWHSs in Taipei 
and NY were 22% more efficient than unconnected RWHSs. 
Meanwhile, connected RWHSs in Seoul and LA showed 
higher efficiency compared with unconnected RWHS by 
14% and 3.5%, respectively. It was found that Seoul exhibits 
a lower increasing efficiency compared with NY because the 
number of annual rainy days in Seoul is much lower than 
that in NY. Generally, this indicates that connected RWHS 
in more rainy regions are more beneficial than those in drier 
regions, based on the RWHS efficiency results. 

Figure 3: Efficiencies of rainwater harvesting systems between physical 
and analytical performance models; (a) Seoul, (b) Taipei, (c) Los Angeles, (d) 
New York. These figures show the RWHS performance efficiencies based on 
RWHS size and water demand between physical and analytical performance 
models in each region. These figures also indicate that the results of 
the analytical performance model are close to the results of the physical 
performance model in four regions.                                 

Figure 5: Increasing efficiency of combined rainwater harvesting storages 
compared with separated rainwater harvesting storages based on combined 
water demands and difference of connected RWHS in 5 mm/roof area; (a) 
Seoul, (b) Taipei, (c) Los Angeles, (f ) New York. These figures show the 
increasing efficiencies of the combined RWHSs comparing with two single 
RWHSs based on the difference of RWHS sizes, and the combined water 
demands in each region. These figures indicate that the efficiency of the 
combined RWHSs increases when compared with two single RWHSs as the 
difference in RWHS size and combined water demands increases. However, 
the increasing efficiency of the combined RWHSs is different depending on 
the four rainfalls and their regional characteristics.                                 

Figure 4: Increasing efficiency percent of combined rainwater harvesting 
storages and different sizes of RWHSs as a 0.8mm/day combined water 
demand; (a) Seoul (b) Taipei, (c) Los Angeles, (d) New York. These figures 
show the increasing efficiencies of the combined RWHSs compared 
with two single RWHSs based on the difference of RWHS sizes and the 
combined RWHSs size in each region. These figures indicate that there is 
an increase in efficiency of the combined RWHSs compared with two single 
RWHSs as the difference of RWHSs and combined RWHSs size increases. 
However, the increasing efficiency of the combined RWHSs is different 
depending on the four rainfalls and their regional characteristics.                                 
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region was more sensitive to the RWHS size based on the 
required efficiency than the other three regions. 

Similarly, Figure 7 shows the connected RWHS size reduc-
tion as a function of differences in water use and combined 
efficiency. Overall, the RWHS reduction rate increased as the 
differences in the water demand and combined efficiency in-
creased. Seoul, Taipei, and NY regions in Figures 7(a), 7(b), 
and 7(d) show low RWHS storage reduction rates of up to 
about 3%. However, the LA region in Figure 7(c) produces a 
high RWHS reduction rate up to approximately 80%. Like 
Figure 6, the LA region (Figure 7(c)) shows more increase in 
the RWHS size reduction rate than the other three regions 
(Figures 7(a), 7(b), and 7(d)). This is because the LA region 
requires greater RWHS size than the other three regions un-
der the same water demand conditions, as shown in Figure 3. 

�   Conclusion
This study investigated the effects of linked RWHS based 

on differences in combined RWHS sizes, water demands, 
and RWHS performance efficiencies. To verify the analyti-
cal method, this study confirmed that most of the conditions 
match well with the results of the analytical method and 
the physical performance model in four cities that represent 
different rainfall characteristics. This study found that the ef-
ficiency of the connected RWHS increased as RWHS size, 
the connected total RWHS size, and combined water de-
mands increased. In addition, the RWHS size reduction rate 
increased as the difference in water demands, combined water 
demands, and combined RWHS efficiency increased. As a 
result, this study suggests that rainy regions, such as Seoul, 
Taipei, and NY, show greater benefits in increasing efficiency 
at a constant RWHS size when RWHSs are connected. In 
addition, semi-arid or arid regions (e.g., LA) show greater 
benefits in RWHSs size reduction to satisfy a constant ef-
ficiency in the connected RWHSs condition. However, the 
results of this study need to be verified with actual observed 
data because the results of the analytical performance model 
are applied. It will be different from the actual performance, 
although the analytical performance model is verified with 
the physical performance model used as reference results.  

 �   Acknowledgments
I want to thank my mentor, Sunghoon Jang, from Johns 

Hopkins University, for his constant support and guidance 
throughout my endeavors in this project.
�   References

1. Jenkins, D.; Pearson, F., Feasibility of rainwater collection systems  
in California. Contribution-California. University 1978.

2. Fewkes, A., Modelling the performance of rainwater collection sy 
stems: towards a generalised approach. Urban Water 2000, 1 (4), 3 
23-333.

3. Mitchell, V. G., How important is the selection of computational 
analysis method to the accuracy of rainwater tank behaviour  mod
elling? Hydrological Processes: An International Journal 2007, 212 
1 (21), 2850-2861.

4. Jones, M. P.; Hunt, W. F., Performance of rainwater harvesting sys 

Figure 6: Rainwater storage reduction between the difference of water 
demands and total water demands in the sharing rainwater harvesting 
storages system as average efficiency of 30%; (a) Seoul, South Korea, (b) 
Taipei, Taiwan (c) Los Angeles (d) New York. These figures show the 
RWHS size reduction rate of the combined RWHSs compared with two 
single RWHSs based on the difference in water demands and the combined 
water demands in each region. These figures indicate that the RWHS size 
reduction rate of the combined RWHSs increases compared with two single 
RWHSs as the difference between water demands and combined water 
demands increases. However, the RWHS size reduction rate of the combined 
RWHSs is different depending on the four rainfalls and their regional 
characteristics.                                 

Figure 7: RWHS reduction as a function of the difference of water demand 
and efficiency for a combined water use of 0.2 mm/day; (a) Seoul, (b) 
Taipei, (c) Los Angeles, (d) New York. These figures show the RWHS size 
reduction rate of the combined RWHSs compared with two single RWHSs 
based on the difference in water demands and the RWHS efficiency in 
each region. These figures indicate that the RWHS size reduction rate of 
the combined RWHSs increases compared with two single RWHSs as the 
difference in water demands and efficiency increases. However, the RWHS 
size reduction rate of the combined RWHSs is different depending on the 
four rainfalls and their regional characteristics.

ijhighschoolresearch.org



 82 

tems in the southeastern United States. Resources, Conservation a
nd Recycling 2010, 54 (10), 623-629.

5. Semaan, M.; Day, S. D.; Garvin, M.; Ramakrishnan, N.; Pearce, A.
, Optimal sizing of rainwater harvesting systems for domestic wat 
er usages: A systematic literature review. Resources, Conservation
& Recycling: X 2020, 6, 100033.

6. Imteaz, M. A.; Ahmad, H.; Hossain, I., Pioneer Use of Pseudo Su 
b-Daily Timestep Model for Rainwater Harvesting Analysis: Acc
eptance over Hourly Model and Exploring Accuracy of Different
Operating Algorithms. Sustainability 2023, 15 (5), 3870.

7. Rupp, R. F.; Munarim, U.; Ghisi, E., Comparison of methods for 
rainwater tank sizing. Ambiente construido 2011, 11, 47-64.

8. Cordova, M. M.; Ghisi, E., Analysis of potable water savings usin
g behavioural models. Water conservation. London: INTECH 201 
1, 89-97.

9. Heaney, J. P.; Lee, J. G., Methods for optimizing urban wet-weather
control system. US Environmental Protection Agency, Office of Re 
search and Development, 2006.

10. Vargas, D.; Dominguez, I.; Ward, S.; Oviedo-Ocana, E. R., Assis
ing global rainwater harvesting practitioners: a decision support t 
ool for tank sizing method selection under uncertainty. Environm
ental Science: Water Research & Technology 2019, 5 (3), 506-520.

11. Guo, Y.; Baetz, B. W., Sizing of rainwater storage units for green 
building applications. Journal of Hydrologic Engineering 2007, 12 ( 
(2), 197-205.

12. Pelak, N.; Porporato, A., Sizing a rainwater harvesting cistern by 
minimizing costs. Journal of Hydrology 2016, 541, 1340-1347.

13. Adams, B. J., Urban stormwater management planning with an
alytical probabilistic models. 2000.

14. Zhang, S.; Jing, X.; Yue, T.; Wang, J., Performance assessment of 
rainwater harvesting systems: Influence of operating algorithm, le
ngth and temporal scale of rainfall time series. Journal of Cleaner P
roduction 2020, 253, 120044.

�   Author
Saewoong Ian Park is a junior at Seoul International School 

in Seoul, South Korea. He is a student with an avid curiosi-
ty in diverse fields of study including environmental science 
and public policy. He believes that with the combination of 
STEM and legislative advancements, there will be effective 
solutions to solving world issues including the shortage and 
lack of access to water.

DOI: 10.36838/v5i6.12

ijhighschoolresearch.org



© 2023 Terra Science and Education 83 

RESEARCH ARTICLE

DOI: 10.36838/v5i6.13

Comparative Analysis of the Prevalence of Domestic Violence 
in India, Basis the NFHS 2015-16 and 2019-21    

Jassimmrat K. Bhatia             
Heritage International Xperiential School, Sector-58, Gurugram, Haryana, 122018, India; jassimmratint10206@hixs.org 

ABSTRACT: No nation is untouched by domestic violence, and it is well-known that it seriously impacts women's health 
and well-being. The present study aims to assess the prevalence and characteristics of domestic violence during the COVID-19 
pandemic, as compared to the years before, using National Family Health Survey (NFHS) data from 2015-16 and 2019-21. The 
NFHS collects data nationally through surveys covering various topics, including domestic violence. For this study, graphical 
representations were created of physical, sexual, and spousal violence and marital control to compare data. Analysis showed that the 
prevalence of domestic violence has increased during the COVID-19 lockdown, and there has been no significant improvement 
in domestic violence rates, despite the disparity in the age of respondents between the two surveys. This indicates that more social 
and governmental programs and policies must be implemented to improve the prevalence of domestic violence in India. 

KEYWORDS: Social Science; Sociology; Domestic Violence; NFHS; Data; Prevalence; COVID-19; Lockdown.

�   Introduction
Domestic Violence threatens women's lives, security, and 

fundamental rights of self-preservation and respect globally. 
Defined as a pattern of behavior in any relationship—marriag-
es, living together, dating— used to gain or maintain power 
and control over an intimate partner,¹ Domestic Violence can 
occur in various forms and undermine through physical, sexu-
al, emotional, economic, or psychological aspects, and even as 
threats of actions that influence another person.² It may also 
increase the risk of acquiring HIV in some settings.³

Although prevalent since the 15th century when the Catho-
lic Church established its "Rules of Marriage," recommending 
husbands beating their wives as an accepted form of discipline 
that would benefit their soul, Domestic Violence came into 
light as a significant issue with the influence of the Women’s 
Liberation Movement in the 1960s and 1970s.⁴ Globally, an 
estimated 736 million women—almost one in three—have 
been subjected to physical and sexual violence by an intimate 
partner, non-partner sexual violence, or both at least once in 
their life (30% of women were aged 15 and older).⁵

Globally, a woman’s right to live free from violence is upheld 
by international agreements such as the Convention on the 
Elimination of All Forms of Discrimination against Women 
and the 1993 UN Declaration on the Elimination of Vio-
lence against Women.⁶ Social movements such as the #MeToo 
movement, started by Tarana Burke in 2006, and the UNiTE 
campaign of 16 days of activism to end violence have also 
sparked global movements to act upon abuse.⁷

Nationally, The Indian Parliament recognizes domes-
tic violence, a rampant and deep-rooted issue in the Indian 
subcontinent, as “physical, sexual, verbal, emotional, and eco-
nomic abuse against women by a partner or family member 
residing in a joint family.”⁸ Women are subjected to violence 
from both husbands and members of the natal and marital 

home. They remain less privileged than boys regarding their 
position in the family and society and access to material re-
sources.⁹ Marriage continues to be regarded as essential for a 
girl; to control a woman’s sexuality by labeling it as a family 
reputation that needs to be “handed over” to the husband who 
practically “owns” their wife.⁹ In India, while boys experience 
greater freedom, girls face extensive limitations on their ability 
to make decisions regarding their work, education, marriage, 
and social relationships.¹⁰ One in three women in India is like-
ly to have been subjected to violence of a physical, emotional, 
or sexual nature by their partners.¹¹ The differences in educa-
tional attainment level or marital age between spouses, lack of 
autonomy within the home, dowry pressure, childhood abuse, 
unemployment, alcoholism, and poverty are all linked to high 
rates of domestic violence in India.⁹

The Constitution of India not only grants equality to women 
but also empowers the State to adopt measures in favor of wom-
en to neutralize the cumulative socio-economic, educational, 
and political disadvantages faced by them, as is mentioned in 
articles 14, 15, 16, and 39.¹² Furthermore, the Indian Penal 
Code condemns various crimes that come under domestic vio-
lence such as all forms of rape, torture, and harassment. Apart 
from the legislation, the government ensures several social pol-
icies and grants to protect victims and survivors of domestic 
violence, like helplines, safe houses, workshops, etc.¹³ However, 
the gap between laws and their effective enforcement leads to 
backward traditional and cultural practices, insensitivity of law 
enforcement machinery, and gender stereotypes.¹⁴

The occurrence of domestic violence differs from state to 
state in India. At the same time, women in the South report 
fewer cases of violence against them than their counterparts in 
the North. In-depth qualitative studies have found considerable 
under-reporting in the data.⁹ The data peaks in Maharashtra, 
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Haryana, and their eastern counterparts, with Uttar Pradesh 
topping the list with 59,853 incidents.¹⁵

The lockdown during the COVID-19 pandemic worsened 
domestic violence in the country. An increase in the prevalence 
of domestic violence at 32.5% was seen during the lockdown, 
with the most common form being verbal abuse and most of 
the abuse committed by the spouse or mother-in-law. While 
the medical community focused on controlling the spread of 
COVID-19, women who experience domestic violence may 
have been neglected, considering healthcare system challeng-
es caused by the pandemic, as mentioned in the paper.¹⁶ A 
heightened risk was reported due to house quarantine, living 
near the abuser 24*7 with no means of escape.¹⁷ Also, it was 
linked with socio-economic variables such as homelessness 
and poverty. However, it is reported across all countries and 
in all socio-economic groups.¹⁸ Additionally, social isolation, 
exposure to economic and psychological stressors, an increase 
in negative coping mechanisms (such as alcohol misuse), and 
an inability to access usual support mechanisms are other cited 
reasons.¹⁷
�   Methodology
Research Aim: This research aims to compare the domestic 

violence stats based on different demographics over the two 
NFHS reports to identify and understand the possible so-
cio-ecological reasons for the same. 

Research Design: This quantitative analysis compares 
the NFHS India 2015-16 and 2019-21.¹⁹ The NFHS is a 
large-scale, multi-round survey conducted in a representative 
sample of households throughout India. The survey provides 
state and national information on domestic violence statistics 
across demographics, among other categories. For domestic 
violence, the NFHS considers physical, sexual, and emotion-
al violence, marital control, and spousal violence. The fourth 
NFHS, conducted in 2015-16, sheds light on the much-
changed state of domestic violence in India, whereas the fifth 
NFHS, undertaken in 2019-21, accounts for the pandemic 
in its results. Both surveys present statistics that require to be 
reflected upon.
Hypothesis: It is hypothesized that domestic violence statis-

tics peaked during the COVID-19 pandemic duration due to 
restrictions on leaving households.
 The results have been divided into four sections: : Physical 

Violence, Sexual Violence, Marital Control, and Spousal Vi-
olence, with further sub-sections within each area.
�   Results and Discussion
For all the graphs used in this section, blue denotes NFHS 4 

(2015-16), and red indicates NFHS 5 (2019-21).

In the overall comparison of the experience of different kinds 
of violence, as seen in Figure 1, NFHS 4 reported that 22% of 
women were prey to physical violence only, which increased to 
25% in the 5th edition of the survey. Interestingly, the percent-
age of victims of sexual violence only remained constant at 1% 
for both surveys. While 5% of women experienced physical and 
sexual violence in 2015-16, the data increased to 6% during 
2019-21. There was also an augmentation in the data for the 
experience of either physical or sexual violence, climbing to 
32% in NFHS 5 from 28% in NFHS 4. This indicates a con-
cerning rise in the number of females who experience violence. 
Sexual violence saw no increase over the two surveys, which 
means the impact of the COVID-19 pandemic was limited 
to higher physical aggression tendencies.²⁰ The present study 
showed an increase in physical aggression during mandatory 
social isolation, with 56 women reporting physical aggression 
in 2019 compared to 75 in 2020, an increase of + 32.1%. This 
result was further supported by the Buss-Perry Aggression 
Questionnaire (BPAQ),  which showed a significant increase 
in scores for both months of lockdown regarding physical vi-
olence.²¹

Physical Violence:

The experience of physical violence against women saw a 
trend in location, education, wealth, and women's employ-
ment over the two surveys, as can be seen in Figure 3. 

Women in rural areas were more likely to experience vi-
olence, a data point which has only increased from 29% in 
NFHS 4 to 31% in NFHS 5. Violence in urban areas was also 
found to increase, but not as significant as in rural areas, with 
a slight increase from 24% to 25% in 2019-21. Supporting 
this, small rural and isolated areas reported the highest prev-
alence of violence (22.5% and 17.9%, respectively) compared 
to 15.5% for urban women.²² Rural women reported 

Figure 1: : Graphical representation of different kinds of violence 
experienced by women according to NFHS data 2015-16 and 2019-2021.                                

Figure 2: Graphical representation of the experience of physical violence by 
age, according to NFHS data 2015-16 and 2019-2021.                               

Figure 3: Graphical representation of the experience of physical violence 
by location, education, wealth, and employment according to NFHS data 
2015-16 and 2019-2021.                               
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As seen in Figure 4, for every married woman— women 
who have been married at least once— current husbands and 
former husbands were categorized as perpetrators. Curiously, 
the percentage of women who have identified their current 
husband as the perpetrator remained the same for both sur-
veys, 83%, despite the pandemic and its restrictions.

For unmarried women— mothers or stepmothers, fathers or 
stepfathers, sisters or brothers, and teachers were categorized 
as perpetrators. An increase from 56% to 60% by mothers or 
stepmothers, and 33% to 36% by fathers or stepfathers, was 
observed during the lockdown. This might have been due to 
the pandemic restrictions that led to spending more time at 
home. Mothers or stepmothers were more violent than fathers 
and showed a 4% increase compared to 3% in the case of fa-
thers. On the other hand, the data for sisters or brothers and 
teachers showed a cataclysmic fall. From 57% in 2015- 16, 
sisters or brothers as perpetrators had fallen to less than half 
of that, at 25% in 2019-21. Similarly, teachers as perpetrators 
almost halved from 15% in 2015-16 to 8% in 2019-21.

Sexual Violence:

NFHS 4 and 5 considered the data for age, in terms of the 
experience of sexual violence, over different age ranges. Figure 
5 shows that according to the NFHS 4, 3% of women aged 
15-19, 7% aged 30-49, and 9% aged 15-49 had experienced 
sexual violence. On the other hand, NFHS 5 stated that 4% of 
women belonging to ages 18-19, 4% of women belonging to 
ages 20-24, 6% of women belonging to ages 25-29, and 7% of 
women of ages 30 or more had fallen prey to sexual violence, 
with 6% of women experiencing it once in their lifetime. The 
only comparable statistic, of women of ages 30 and above, had 
remained constant over the two surveys, denoting that there 
had been no increase or decrease in the sexual violence expe-
rience for the women in those ages. However, since 18-19 had 
a 1% increase in NFHS 5 compared to a more extensive set 
of 15–19-year-olds in NFHS 4, this indicates that sexual vio-
lence is more rampant in the ages of 18 and 19. Furthermore, 

significantly higher severity of physical abuse than their 
urban counterparts.²² The mean distance to the nearest in-
ter-partner violence (IPV) resource was three times greater 
for rural women than for urban women, and rural IPV pro-
grams served more counties and had fewer on-site shelter 
services.²² Over 25% of women in small rural and isolated ar-
eas lived >40 miles from the closest program, compared with 
<1% of women living in urban areas.²²

Uneducated women were more likely to suffer from vio-
lence. This could be seen from the statistics, 38% of women 
with no schooling compared to 16% with 12 or more years of 
schooling in NFHS 4, and 39% with no schooling as compared 
to 17% in NFHS 5. Education allows people to understand 
their rights and empowers them to defend themselves and 
escape abusive situations.²³ The Centre for Women's Devel-
opment Studies in New Delhi traced the correlation between 
education and domestic violence to patriarchal attitudes.²³ 
"Educated women are aware of their rights," she said. "They 
are no longer willing to follow commands blindly."²³

The data reported on wealth presented an interesting sit-
uation. While it was visible that wealthier women were less 
likely to be victims of domestic violence, the statistic has not 
changed over the two surveys (17%). The statistic for less 
wealthy women who become prey to domestic violence had 
decreased from 38% in NFHS 4 to 37% in NFHS 5. This 
indicates an improvement in viewing and considering low 
wealth in the country. Findings suggest that the relationship 
between wealth and domestic violence may vary considerably 
in the included low and middle-income countries. The risk 
of domestic violence may not necessarily be higher among 
women in lower wealth brackets.²⁴ Another possibility of 
the decrease may be due to the loss of wealth during the 
COVID-19 pandemic. The pandemic has exacerbated global 
income and wealth inequality, partly reversing the decline of 
the previous two decades.²⁵  

Employed women were more likely to be more prone to 
domestic violence, 35% in 2015-16 and 36% in 2019-21, than 
unemployed women, 24% in 2015-16 and 25% in 2019-21. 
This is an extremely peculiar data point, as across the review 
of the literature present, employed women are more em-
powered to prevent and protect themselves against domestic 
violence. This disagreement between the normal trend and 
data collected in the NFHS might have emerged from the 
patriarchal mindsets where a woman is assigned a “typical” 
role in the family, restricted to the four walls of their hous-
es and housework, and not allowed to work outside. Thus, 
when a woman sets out of this role, it tends to go against the 
male ego. Therefore, women who contributed more financial-
ly than their partners had a greater domestic violence risk.²⁶ 
However, to certifiably conclude that employment is a disad-
vantage when discussing the prevalence of domestic violence 
would be wrong and adds to the limitation of the study. 

Figure 4: Graphical representation of perpetrators of physical violence 
according to NFHS data 2015-16 and 2019-2021.                               

Figure 5: Graphical representation of the experience of sexual violence of 
age according to NFHS data 2015-16 and 2019-2021.                               
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the trend in the case of age, for both the surveys, showed an 
increase in the percentage of women experiencing sexual vio-
lence with an increase in their generation.

A detailed study of trial court cases from January 2013 to 
September 2015 in Delhi State undertaken by the Centre for 
Child and the Law, National Law School of India Universi-
ty (NLSIU), Bangalore, recorded 526 complaints of sexual 
assault under POCSO.27 Twenty-eight 28% of these (186 
complaints) concerned adolescents between the ages of 16 
and 18.²⁷ Data used from ‘Crime in India,’ an annual publi-
cation of the National Crime Record Bureau of India finds 
that the share of rape of elderly women as a percentage of 
the total number of rape incidents has increased in the past 
years, especially since 2014-16.²⁸ It mentions that in 2015, 
66% of reported sexual violence cases belonged for the age 
group of 18 to 50, as compared to 32% of cases below 18 
years of age, clearly showing the augmentation in the statistic 
with age.²⁸ The study concludes by stating that the findings 
indicate an exponential increase in the incidence of rape and 
sexual violence against elderly women, both in absolute num-
bers and as a share of the total number of incidents of rape 
against women.²⁸ Furthermore, the impact of the pandemic 
on the cases of sexual violence clearly shows that they have 
increased. Since the pandemic, an increased statistic of 6 in 10 
women said that sexual harassment in public has worsened.²⁹

Data gathered in 2015-16 from NFHS 4, illustrated in 
Figure 6, reported that approximately 8% of females with no 
schooling experienced sexual violence compared to 3% with 
12 or more years of schooling. With a similar trend of sexual 
violence being more prevalent for uneducated females, data 
gathered in NFHS 2019-21 indicated that 9% of women 
without schooling fell prey, compared to 3% with 12 or more 
years of education. The statistics of educated victims of sexual 
violence had remained the same over both surveys, whereas 
there had been a 1% increase in the statistics for uneducated 
victims.

A cross-sectional study on the association between wom-
en’s level of education and their experience of intimate partner 
violence (IPV) also concluded that women with higher edu-
cation have a lower risk of physical and sexual IPV.³⁰ Further, 
in some aspects of the violence, women’s level of education 
has a protective effect.³⁰ Additionally, less educated women 
reported more violence, which was statistically significant.³¹

Regarding wealth, 9% of women in the lowest and 3% of 
women in the highest had faced sexual violence in NFHS 
2015-16. In NFHS 5, 10% of women in the lowest wealth 

quartile faced sexual violence, along with the constant data of 
3% of women in the highest wealth quartile. This establishes 
that women in the lowest wealth quartile are almost three 
times more likely to face violence, and the percentage had 
increased by 1% over the two surveys. A study of 21 cases 
of sexual assault, out of which 61.9% belong to rural back-
grounds, concluded that young girls from poor settlements 
and lower social strata should especially receive special at-
tention regarding sexual violence.³² Furthermore, violence 
during the pandemic stated that 66% of women living in rural 
areas were also more likely to think that sexual harassment in 
public spaces has worsened, compared to 55% of women liv-
ing in urban areas.²⁹ And since, in India, the poverty ratio is 
32.75% in rural areas against 8.81% in urban areas, the prev-
alence of sexual violence for unwealthy women has increased, 
especially during the pandemic.³³ Globally, violence against 
women disproportionately affects low- and lower-middle-in-
come countries and regions.³⁴ 37% of women aged 15 to 49 
living in countries classified by the Sustainable Development 
Goals as “least developed” have been subject to physical and 
sexual intimate partner violence in their life.³⁶ 22 % of wom-
en in “least developed countries have been subjected to IPV 
in the past 12 months—substantially higher than the world 
average of 13%.³⁶

Figure 8 portrays that the most common perpetrators of 
sexual violence for married women were their current hus-
bands- 83% in NFHS 4 and a reduction of just 1% in NFHS 
5. An increased statistic of 14% of the former husbands as 
perpetrators emerged in NFHS 5, compared to 9% in NFHS 
4, which is unlikely and needs further speculation. Of those in 
a relationship, almost one in four adolescent girls aged 15–19 
(24%) have experienced physical and sexual violence from an 
intimate partner or husband.⁵ 16% of young women aged 15 
to 24 experienced this violence in the past 12 months.⁵ Glob-
ally, 81,000 women and girls were killed in 2020, and around 

Figure 6: Graphical representation of the experience of sexual violence by 
education and wealth according to NFHS data 2015-16 and 2019-2021.                              

Figure 7: Graphical representation of perpetrators of sexual violence for 
never-married women according to NFHS data 2015-16 and 2019-2021.                              

Figure 8: : Graphical representation of perpetrators of sexual violence for 
ever-married women according to NFHS data 2015-16 and 2019-2021.                              
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47,000 of them (58%) died at the hands of an intimate 
partner or a family member.³⁵

For unmarried women, as seen in Figure 7, other relatives 
were the most common perpetrator, at 27% in NFHS 4 and 
39% in NFHS 5, followed by a current or former boyfriend, 
which reduced to 16% in NFHS 5 from 18% in NFHS 4, a 
family friend at 11% in NFHS 4 and 12% in NFHS 5, 9% of 
strangers over both the surveys, 3% teachers in NFHS 4 and 
4% in NFHS 5, 4% for a family in NFHS 5 (not accounted 
in NFHS 4) and 17% for friends in NFHS 4 (not account-
ed for NFHS 5). Globally, 6 % of women report they have 
been subjected to sexual violence from someone other than 
their husband or partner.³⁶ These statistics for never-mar-
ried women can be highly influenced by the pandemic. The 
data for relatives has increased, and family friends and family 
has grown— all possible due to residence restrictions during 
the lockdown. Similarly, data for boyfriends and friends has 
decreased or been disregarded due to its low prevalence, as 
public meetings were restricted during the pandemic. Inter-
estingly, the data for teachers as perpetrators have increased, 
even though most schools were online or closed due to 
COVID-19 and the lockdown. 

Marital Control:

The NFHS survey data also encompasses marital control 
data, including attempts by husbands to control and monitor 
their wives’ lives and behavior closely; the same is portrayed 
graphically in Figure 9. If looked at through the lens of ac-
tions perpetrated by the husbands, 26% of women reported 
that their husbands get jealous if they talk to other men in 
NFHS 5, a 1% increase from the 25% of women in NFHS 
4. Additionally, a 3% higher number of 11% of women 
were frequently accused of infidelity in 2019-21 compared 
to 2015-16. Jealousy, or the fear of infidelity, in addition to 
exacerbating relationship conflicts and tension, is described 
to lead directly to physical inter-partner violence.³⁷ This was 
often described as a trigger for men, though rarely women, 
to use violence against their partners in response to actual or 
suspected infidelity.³⁷

The data point for “insists on knowing where wives are at 
all times” has also fallen by 1% in NFHS 5, compared to 19% 
in NFHS 4. Similarly, this could also be related to the re-
strictions brought upon by the pandemic, strictly limiting any 
travel outside the home. In both surveys, 20% of women were 
not allowed to meet their friends. This shows that irrespec-
tive of legal restrictions, females are prohibited from meeting 
their friends. In addition, 16% of women were limited in their 

contact with their family in 2019-21, another 1% augmenta-
tion from the 2015-16 data.

The percentage of women who reported that their hus-
bands displayed three or more controlling behaviors remained 
constant at 20%. However, the percentage of women who 
reported that their husbands demonstrated none of the be-
haviors increased to 54% in NFHS 5 from 52% in NFHS 4. 
This shows that the number of males who are less controlling 
has increased. However, the controlling population has re-
mained constant.

Since the age samples for both surveys are different, they 
cannot be compared. However, in Figure 10, the percentage of 
women experiencing marital control during ages 18-19 and 
40-49 was 20% and 17%, respectively, in 2019-21, as com-
pared to 24% and 15% in 2015-16; this portrays how older 
women are more prone to marital control. Suppose the small-
er sample sizes carry a large amount of data. In that case, it 
means that the incidents are concentrated during that period, 
thus indicating how out of a larger sample, a smaller range is 
more susceptible— the elder bracket. Such marital control in 
old age is also related to domestic violence. Furthermore, the 
data for rural and urban women showed that spousal control 
is more prominent in rural areas, increased by 1% from 2015-
16 to 2019-21— 19% to 20% for rural women and 14% to 
15% for urban women. This highlights an apparent increase 
in the rise of the number of women who experience marital 
control, regardless of their location. Domestic violence and 
spousal control were not associated with the tested outcomes 
among urban women but with rural women.³⁸ Patriarchal 
views of the family, including traditional roles about gender 
relations and gender inequality, are commonly held in rural 
communities.³⁹,⁴⁰ These factors may affect a woman's ability 
to speak out about abuse, reinforcing the message that what 
happens between a husband and wife is a private matter.⁴¹ 
This social structure perpetuates violence as a means of social 
control.³⁹

Figure 9: Graphical representation of the experience of marital control by 
actions according to NFHS data 2015-16 and 2019-2021.                             

Figure 10: Graphical representation of the experience of marital control by 
age and location to NFHS data 2015-16 and 2019-2021.                             

Figure 11: Graphical representation of the experience of marital control by 
religion according to NFHS data 2015-16 and 2019-2021.                             
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Surprisingly, the NFHS survey data considers only three 
religions when determining the categories, especially in reli-
giously vibrant demographics like the Indian subcontinent, as 
seen in Figure 11. Hindus and Muslims make up most of the 
Indian population; Hindus make up 79.8% of India’s popu-
lation, and Muslims account for 14.2%. Therefore, since the 
probability of women taking the survey being Hindu/Muslim 
is higher, their reported cases might be high too. In NFHS 
4, 20% of such women reported experiencing marital control, 
which decreased to 19% in NFHS 5.

As for Buddhism, Buddhist beliefs and gender roles within 
the Buddhist community perpetuate or silence the issue of 
violence against women (VAW) and how these beliefs can 
be used to break the cycle of gender violence.⁴² Buddhism's 
core values are important in that they may be used to heal 
and empower survivors of VAW rather than perpetuate vi-
olence.⁴³ Thus, it is possible that women of the Buddhist 
community are more aware and so step forward as victims. 
6% of Neo-Buddhist/Buddhist females reported having dealt 
with marital control, a statistic not collected in 2019-21.

Data collected shows that marital control is more prevalent 
if the wife is afraid of the husband, the percentage for which 
has also increased over the years; this is portrayed through 
Figure 12. As per NFHS 4, 37% of women reported being 
fearful of their husbands as a part of marital control, whereas 
9% of women did not. In 2019-2021, a significant increase 
occurred in the percentage of women who were afraid of their 
husbands, 41%, whereas only a 1% increase was observed in 
the number of women who said they were not scared of their 
husbands. This shows that the prevalence of marital control 
has increased over the two surveys and that more women 
were afraid of their husbands in NFHS 5.

Spousal Violence:

Data on spousal violence indicates augmentation between 
NFHS 4 and 5, as seen in Figure 13. An increase of 1% of 
women who experienced either spousal sexual, emotional, or 
physical violence in 2019-21 compared to 31% in 2015-16. 

Figure 12: Graphical representation of the experience of marital control by 
the wife’s fear according to NFHS data 2015-16 and 2019-2021.                             

Figure 13: Graphical representation of the experience of spousal violence 
according to NFHS data 2015-16 and 2019-2021.                             

Furthermore, 27% of women experienced it in the 12 months 
preceding the survey in NFHS 5, and it increased from 24% 
in 2015-16.

The findings of a rapid 8-day online survey on spousal vi-
olence against women during the COVID-19 lockdown in 
India support this analysis.⁴⁴ Of the 101 positive responses, 
the rates of physical, sexual, verbal, and emotional violence 
were 34.7%, 10.9%, 65.3%, and 43.6%, respectively.⁴⁴ While 
13.6% (n= 76) reported spousal violence experienced before 
the lockdown, 4.5% (n = 25) said it to have begun since the 
lockdown.⁴⁴ This indicates a 33.1% increase in the rates since 
the lockdown.⁴⁴ Of those who reported spousal violence to 
be present before the lockdown, 77.6% (n = 59) reported 
increased violence since the lockdown was enforced.⁴⁴ The 
study concluded that the responses they received reflected an 
increase in spousal violence since the COVID-19 lockdown 
in India.⁴⁴

Slapping was the most common form of spousal physical 
violence (25%), followed by pushing, shaking, and having 
something thrown at you (12%). This more than 10% differ-
ence between the two most common forms portrays slapping 
as a rapidly occurring and widespread action. Arm twisting or 
hair pulling closely follow (10%), with punching and beating 
(8%) and choking or burning being the least common (2%). 
The gap of 6% between the least two common forms portrays 
the extremely rare prevalence of choking or burning— mean-
ing when it is exercised, the situation is dire. However, the 
interesting detail is that none of the actions has seen a per-
centage increase over the two surveys. This indicates that the 
trends of physical abuse have remained the same, despite the 
lockdown. Almost 50% of women out of a sample of 500 in 
Maharashtra reported being slapped at a point in their mar-
riage, the most common prevalence of physical violence in 
the model.⁴⁵ This evidences the high prevalence of slapping 
as part of spousal physical violence, which hasn’t changed 
during the lockdown.

Figure 14 shows that data collected on spousal sexual vio-
lence indicate either no change or decrease over the period of 
NFHS 4 and NFHS 5. 6% of ever-married women had expe-
rienced spousal sexual violence, and 5% had experienced it in 
the 12 months preceding the survey over the course of both 
surveys. Although this shows no increase in spousal sexual 
violence due to the lockdown, it does mean that occurrences 
of sexual violence are more rampant, as out of the 6% who 
had ever experienced it, 83% of them experienced it in the 12 
months preceding the survey.

Figure 14: Graphical representation of the experience of spousal sexual 
violence according to NFHS data 2015-16 and 2019-2021.                             
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Forced sexual intercourse was the most common method 
of spousal sexual violence, at 5%. Experiences of forced sexual 
relations, often perpetrated by an intimate partner, have been 
increasingly documented over the last decade. An analysis of 
over fifty population-based surveys revealed, for example, that 
between 10 and 50% of adult women globally reported having 
been physically assaulted by an intimate male partner, includ-
ing husbands, at some point in their lives and in more than 
one-third of these cases sexual abuse was also experienced.46 
A recent review of non-consensual sexual experiences of 
young people, primarily those aged thirteen to twenty-four, 
also suggests that between 2 and 20% of adolescent and young 
women have experienced non-consensual sexual relations.⁴⁷ 
Although significant proportions of sexually active adoles-
cents and young women (fifteen to twenty-four-year-olds) 
in developing-country settings are married, the literature is 
surprisingly silent on the sexual experiences of these young 
women and the extent to which these experiences are wanted 
or consensual.⁴⁷ Evidence on forced sexual experiences with-
in marriage among adolescents and young women in India 
comes mainly from qualitative studies.⁴⁷ Quantitative data 
are also available from three small-scale surveys highlight-
ing such experiences' prevalence. These surveys, conducted in 
the states of Gujarat and West Bengal, observe that between 
6 and 13% of young married women reported forced sexual 
experiences perpetrated by their husbands.⁴⁸,⁴⁹

Interestingly, the percentage data for “forced sexual perfor-
mance of ‘other’ acts” saw a fall of 1%, from 3% in NFHS 4 to 
2% in NFHS 5, meaning that forceful performances of such 
acts were reduced over the course of the lockdown. Although 
there is no certified reasoning as to why this has decreased, a 
changed age sample may play a role. If that is the case, then it 
would imply that women between the ages of 15 and 18 years 
old are more likely to be forced to perform ‘other’ sexual acts, 
as compared to women above 18 years of age. Furthermore, 
this may also indicate how the development of the human 
mind and maturity of the body can influence a woman’s ex-
perience of domestic spousal violence.

Data collected on spousal emotional violence had increased 
over the period of NFHS 4 and 5, as seen in Figure 15. For 
example, ever-married women who experienced it in NFHS 
4 were 13%, which increased to 14% in NFHS 5. Similarly, 
ever-married women who experienced it in the 12 months 
preceding the survey in NFHS 4 was 11%, which increased 
to 12% in NFHS 5. This indicates that spousal emotional 

Figure 15: Graphical representation of the experience of spousal emotional 
violence according to NFHS data 2015-16 and 2019-2021.                             

violence increased during the lockdown but also saw more 
rampant incidences, as 85% occurred in the recent past.

A cross-sectional study conducted in June–August 2020 
on married Indian women of reproductive age who attended 
the obstetrics-gynecology outpatient department during the 
COVID-19 pandemic using The Abuse Assessment Screen-
ing questionnaire had 412 women included in the study.¹⁶ 
The prevalence of domestic violence in any form was 32.5%, 
with one of the majority being public humiliation.16 Fur-
thermore, the percentage of making wives feel bad about 
themselves was the highest, from 7% in NFHS 4 to 9% in 
NFHS 5. This means that feelings of superiority, disrespect, 
and ego were heightened in husbands during the lockdown. 
Lastly, threatening near and dear ones also increased to 6% in 
NFHS 5 from 5% in NFHS 4.

Women with five or more children are almost twice as like-
ly to experience spousal violence as women without children, 
as seen in Figure 16. These data points saw an increase over 
the two surveys. In NFHS 4, 23% of women with no children 
faced spousal violence, and 40% of women with five or more 
children. In NFHS 5, increased figures of 24% and 41% were 
observed. However, literature on the link between the num-
ber of children and violence experienced by women is lacking 
in context to the Indian scenario so no conclusion could be 
drawn from this data.⁵¹

Figure 17 portrays that spousal violence is more prevalent 
in uneducated women who reside in rural areas, the percent-
age of which remained constant for both surveys (34%). A 
community-based cross-sectional study was carried out in a 
rural area of Puducherry, South India.⁵⁰ Married women in 
the reproductive age group were interviewed using a struc-
tured pretested questionnaire.⁵⁰ Of 310 study participants, 
56.7% reported some form of domestic violence, 51.3% said 
psychological violence, 40% reported physical violence, and 
13.5% reported sexual violence.⁵⁰ A statistically significant 
association was found between women's illiteracy and domes-

Figure 16: Graphical representation of several children's experience of 
spousal violence according to NFHS data 2015-16 and 2019-2021.                             

Figure 17: Graphical representation of the experience of spousal violence 
by education, wealth, and education according to NFHS data 2015-16 and 
2019-2021.                             

DOI: 10.36838/v5i6.13

ijhighschoolresearch.org



 90 

tic violence (AOR: 4.3, 95% confidence interval: 1.1–15.7 
P: 0.03).⁵⁰ The prevalence of domestic violence was found to 
be high in this rural setting.⁵⁰

However, data about the experience of spousal violence in 
urban areas saw a significant increase during the lockdown, 
from 16% in NFHS 4 to 27% in NFHS 5. This evidence can 
be seen in heightened statistics from major Indian metropol-
itan cities. For example, data showed that domestic violence 
complaints doubled after the nationwide lockdown was im-
posed in India.⁵² Tamil Nadu Police reported an increase in 
domestic violence complaints. They received approximately 
25 calls daily during the lockdown period and registered at 
least 40 such cases.⁵³ Similarly, Bangalore Police reported a 
spike in complaints from 10 calls to 25 calls every day from 
the victims of domestic violence.⁵⁴ These data from different 
sources indicate that domestic violence incidents increased 
nationwide during the lockdown.

Women whose fathers beat their mothers were more likely 
to experience spousal violence, 58% of which was consistent 
throughout both surveys, as is visible in Figure 18. Childhood 
exposure to parental and spousal violence plays a vital role in 
shaping conformation to the gender role norms in India.⁵⁵ 
Moreover, the findings suggest that exposure to childhood 
violence has a more devastating effect on building women’s 
understanding of gender norms.⁵⁵ Also, there is high con-
cordance in the recent experience of spousal violence against 
women and spousal violence faced by their mothers.⁵⁵ The 
risk of a lifetime and past-year physical and sexual violence 
was significantly higher for those who witnessed interpa-
rental violence during childhood than those without such 
experience.⁵⁶ Women with experience of interparental vi-
olence during childhood reported acceptance of violence 
within an intimate relationship to a greater extent than those 
without such experience.⁵⁶ This indicates that intergenera-
tional effects have a strong influence over spousal violence.

Figure 18: Graphical representation of the experience of spousal violence by 
intergenerational effects according to NFHS data 2015-16 and 2019-2021.                             

Figure 19: Graphical representation of the experience of spousal violence 
by the characteristics of husband, wife, and the marriage according to NFHS 
data 2015-16 and 2019-2021.                             

As shown through Figure 19, literacy and levels of edu-
cation attained by men also have a significant impact on 
reducing the incidence of domestic violence.⁵⁷ Spousal vi-
olence was almost twice as prevalent when the husband is 
not educated (42% in NFHS 4, 43% in NFHS 5) than when 
husbands have completed 12 or more years of schooling (20% 
in NFHS 4, 22% in NFHS 5). Their study concludes that 
husbands with higher levels of education are less likely to en-
gage in violence.⁵⁷

Furthermore, evidence from other countries indicates a 
lower incidence of domestic abuse in couples where the wom-
an is more educated than the husband or partner compared 
to equally low-educated spouses.⁵⁷ This supports the findings 
from NFHS 4 and 5, where women who are equally educated 
in a couple were less likely to suffer spousal violence (22% in 
NFHS 4 and 26% in NFHS 5) as compared to women who 
are not equally educated (44% in NFHS 4 and 43% in NFHS 
5). While the statistic for equally educated women who suffer 
spousal violence had risen during the lockdown, the statistic 
for unequally educated women who suffer spousal violence 
had decreased. This indicates how restrictions due to the 
COVID-19 pandemic have negatively impacted literate fe-
males in terms of the violence faced and positively impacted 
illiterate females.

Data on the relationship between marital control behav-
iors and spousal violence decreased over the two surveys. For 
example, couples, where the husband displayed five or more 
marital control methods were more likely to suffer spousal 
violence, 76% in NFHS 4 to 75% in NFHS 5, as compared to 
couples where the husband did not display any marital con-
trol behavior, 18% in NFHS 4 to 17% in NFHS 5.

Data reflects that husbands with a drinking addiction were 
more likely to propel spousal violence, an increased statis-
tic of 71% in 2019-21 from 66% in 2015-16, as compared 
to husbands that do not drink, which also saw an increase 
from 21% in 2015-15 to 23% in 2019-21. Although there 
are mixed findings concerning changes in the quantity of 
drinking, there are reports of binge/heavy drinking during the 
lockdown and relapse post-lockdown.⁵⁸ Furthermore, posi-
tive, zero-order correlations were found between antisocial 
behavior, long-term alcohol involvement, family conflict, and 
husbands' reports of violent behavior toward their wives.⁵⁸ A 
history of alcohol-related troubles was associated with a hos-
tile family environment and increased violence in the home.⁵⁹

 In NFHS 4, 41% of women acceptive wife-beating suffered 
spousal violence. Data for women not acceptive of wife-beat-
ing was not recorded then. This is a research gap. In NFHS 
5, 40% of women acceptive of wife-beating suffered spousal 
violence, 1% lesser than last year. 23% of women not accep-
tive of wife-beating suffered spousal violence in 2019-21. 
This shows that women accepting of beating are more likely 
to suffer spousal violence. This statistic has seen a reduction, 
and this can be because more women are now becoming self-
aware of their rights and are standing up against violence.  
�   Conclusion
A pattern has emerged from the findings of the two sur-

veys on the parameters that make women more prone to 
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experiencing domestic violence. Aged, married, unedu-
cated, employed, poor, and rural women are more prone to 
violence. However, how the lockdown has impacted the se-
verity of these factors differs for each. While most categories 
saw an increase during the pandemic years, some, especially 
those that included literacy aspects, saw a fall. This implies 
that while overall, the pandemic caused a rise in violence, it 
led to improvements in categories due to situational problems 
such as mass unemployment, financial stress, and fear of dis-
ease also impacting the psyche. Different factors were found 
to play a role; hence, there is a need for social revolution for 
this public health concern.

 �   Limitations
This paper has some potential limitations. Firstly, the data 

analysis is primarily based on secondary data collected from 
a restricted sample. This may lead to problems in general-
ization due to the extensive nature of the Indian population 
and also because many study victims reside in rural areas that 
are remote and unreachable. Secondly, the data gathered is 
spread over a large span of years and does not consider other 
changes that might have occurred over the two surveys, such 
as economic and demographic changes. Similarly, the paper's 
analysis is primarily based on the assumption that the lock-
down restrictions led to an increase in the statistics. However, 
there is no primary data evidence of the same. Lastly, lim-
itations in the analysis also arose from gaps in the available 
research knowledge.  

This includes that change in sample size over the two 
surveys, making it impossible for data to be compared and 
analyzed at par. NFHS 4 considered women from age 15 
onwards; NFHS changed that to age 18, completely disre-
garding three years of probable violence. While there has been 
no mention of an apparent reason, the legal age of marriage 
might play a role. For example, NFHS 4 stated that 27% of 
women aged 20-24% got married before the legal age of 18. 
However, this had decreased to 23% in NFHS 5. Therefore, 
the sample could have changed since more women were get-
ting married at 18. This is also indicated in the fact that 16% 
of women had experienced violence in both 15-19 and 18-19. 
Since 18-19 is a more concentrated sample, this would mean 
that similar statistics data shows more rampant violence for 
that age group.

The lack of data on non-spousal emotional violence also 
makes it difficult to compare married and unmarried individ-
uals, or establish a relationship, if any, between marriage and 
the occurrence of emotional violence. Additionally, a mini-
mal scope of religious categorization has been presented by 
NFHS, despite the immensely varied religious population of 
the Indian subcontinent. This also makes it challenging to 
analyze the link between religion and violence and research 
the causes and consequences of different faiths for the same.
�   Implications
The paper brings to light various gaps in the NFHS data 

like the difference in age groups, making it difficult to com-
pare data across years, and increasing religious variety that 
would be critical in helping to understand the implication of 
religion on the occurrence of domestic violence, and also data 

on non- spousal emotional violence, which may help bring to 
light a large sample of women being neglected. Furthermore, 
the stagnant or increasing data points call for greater gov-
ernment programs to manage and control domestic violence. 
Therefore, the paper may help in policy creation.
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ABSTRACT: COVID has had a profound impact on mental health among high school students. This study examines the 
overall level of anxiety related to COVID-19 among high school students. The paper explores gender and racial differences 
in anxiety related to COVID-19. Furthermore, I investigated the link between concerns related to COVID-19 and future 
expectations and savings intentions. High school students in the U.S. were given an online survey with questions about their 
worries about COVID-19, future expectations, and savings intentions. Findings from several linear regressions indicate that high 
school students' anxiety and concern about COVID-19 are linked with negative future expectations. That is, high school students 
with higher fear were likely to report lower expectations about their family, work, and future health. In addition, their worry and 
concern about COVID predicted their perceptions about future finances and savings intentions. The findings suggest that mental 
health resulting from COVID-19 could have implications on future life and financial consumption expectations. The implications 
for understanding the impact of mental health issues are discussed, and future research directions are offered. This study provides 
important contributions to literature by demonstrating the pervasive effect of anxiety on future expectations and perceptions and 
savings intention.
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�   Introduction
COVID-19 has brought several mental health challeng-

es worldwide. These rising mental health issues were termed 
the "second pandemic" for children and adolescents. Sub-
sequently, COVID-19 has left the younger generation with 
increased worries and anxiety, negatively impacting students. 
Furthermore, as the global spread of COVID-19 continued, 
it disproportionately affected individuals from lower socioeco-
nomic status or sexual/racial minorities.¹ Again, the widespread 
increase in pandemic-related worry may have other cascading 
consequences. For example, the uncertainty and anxiety about 
the future due to COVID-19 may affect how youth see their 
future beyond the pandemic.

Thus, the current investigation aims to understand the un-
equal effect of anxiety about COVID-19 by examining gender 
and racial differences. Further, I examine the impact of the 
COVID-19 pandemic-related fear among adolescents on their 
future expectations and perceptions of financial future and sav-
ing intentions. Finally, the study will help us to understand the 
impact of mental health resulting from COVID-19 and the 
need to develop interventions and policies to address this issue.

Racial and Gender Differences in Worry about 
COVID-19:

All studies consistently identified a clear relationship between 
mental health and the onset of the COVID-19 pandemic. Al-
though worsened mental health has been documented across 
the lifespan, several studies have found that young adults are 
experiencing the greatest deterioration in mental health.²,³ 
Due to this unprecedented pandemic and the following eco-

nomic consequences, adolescents may worry about not having 
adequate academic or financial resources, which could result 
in feelings of anxiety. Mental health issues may also arise from 
other social consequences, such as losing social opportunities 
and their parents' employment change. Similar psycholog-
ical effects have been found from wars and previous disease 
outbreaks after the SARS and economic recession in 2008.⁴ 
Several longitudinal studies examined the association between 
psychological well-being and economic pressures.⁵-⁷ These 
studies showed that young adults with higher levels of depres-
sive mood and anxiety reported higher economic pressures and 
concerns about their future. Subsequently, it is expected that an 
unstable economic situation after the breakout of COVID-19 
could lead to severe financial and emotional problems.

However, some populations are more vulnerable to 
COVID-19.⁸ As the pandemic has caused many social chang-
es, such as school closures and social isolation, adverse mental 
health outcomes may be elevated among female or minority 
students. Campbell et al.⁹ found that female students report 
higher anxiety and depressive symptoms than male students 
after COVID-19. Scholars speculated that it could be due to 
their higher prevalence of the internalizing disorder or lack 
of social support and contacts, which are crucial for the psy-
chological well-being of female students.¹⁰ As most studies 
have utilized general anxiety measures to assess mental health 
outcomes among adolescents, the current study would test 
the gender differences using the measure of worry specific to 
COVID-19.¹¹
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In addition, recent surveys show that minority students were 
more severely impacted by COVID-19.¹² Due to the stigma 
and discrimination associated with the coronavirus, Asian stu-
dents in the States reported higher anxiety and concern about 
the impact of COVID-19.¹⁰ Again, other studies with similar 
designs have used other general anxiety measures; this study 
employs anxiety measures specific to COVID-19 rather than 
general anxiety.

Impact of Worry about COVID-19 on Future Expecta-
tions and Economic Outlook:

Although recent studies examined the anxiety about 
COVID-19 on health behaviors or health outcomes, few stud-
ies addressed the impact of anxiety on future expectations in 
adolescence.¹³ However, given its impact on our society, the 
pandemic and its induced anxiety can disrupt the future aspi-
ration among adolescents. This is critical because adolescence 
is a crucial period in developing future orientation.

In 2008, when the economic recession hit the U.S., parents 
experienced higher stress levels, leading to increased stress lev-
els for the children.¹⁴ Drawing on the long-lasting effect of 
economic recession on mental health outcomes and behavioral 
outcomes of young adults, it is reasonable to expect a simi-
lar impact during and post-pandemic: a negative impact of 
the macroeconomic situation on anxiety among adolescents, 
which, in turn, affects their expectations and future aspirations. 
Thus, this paper will examine the effect of fear of COVID-19 
on adolescents' future work, family, and health expectations.

Economic outlook and perceptions about the future finan-
cial situation are crucial for adolescents because they may 
make a difference between reaching career goals or educa-
tional attainment. Researchers found that optimistic financial 
and economic expectations may motivate adolescents to work 
harder and pursue job opportunities.¹⁵

Previously, studies have shown the relationship between so-
ciodemographic factors and perceptions of the financial future. 
For example, Schmitt-Wilson ¹⁶ found that economic expec-
tations are usually influenced by their parents' education and 
social advantage. However, it is also possible that the economic 
outlook could be influenced by uncertainty and anxiety, as ob-
served after the economic recession in 2008.¹⁴ To address this 
question, I examined the association between anxiety about 
COVID-19 and perceptions about the future financial situa-
tion and controlled sociodemographic factors.

Finally, attitudes about the saving of adolescents pre-
dict financial behavior and planning in young adulthood. 
Saving-oriented attitudes include avoiding buying, cutting 
spending, and savings for future events.¹⁷ As saving-orient-
ed attitudes often predict financial security and well-being 
in adulthood, it is important to consider assessing this orien-
tation among adolescents who will be future consumers and 
labor force workers.

Less is known about the relationship between anxiety about 
COVID-19 and financial behavior or intentions. However, 
previous studies indicated that students who exhibited higher 
anxiety were less likely to revolve a balance on credit cards.¹⁸ 
It was also found that those with lower anxiety levels tend 
to engage in more recommended financial management be-

haviors (e.g., savings and financial goal setting). In addition, 
results from the survey with college students, Sages et al.¹⁹ 
found that higher anxiety levels were related to financial man-
agement behaviors such as spending more than earnings and 
less saving among young adults. Based on these reports, this 
paper explores further the relationship between worry about 
COVID-19 and saving attitudes. 
�   Methods
This cross-sectional study uses an anonymous questionnaire 

with multiple choices questions and convenience snowball 
sampling across the States.

Hypothesis:
The current study explores the association between anxiety 

about COVID-19 and mental health well-being among high 
school students. Given the evidence that COVID-19 has ad-
verse mental health effects on high school students, the first 
hypothesis is that female and sexual minority high school 
students will report higher anxiety about COVID-19 (Hy-
pothesis 1a). In addition, it is expected that Asian students 
would report higher levels of anxiety compared to other races 
(Hypothesis 1b). Second, there will be a negative association 
between anxiety about COVID-19 and future expectations 
about work, family, and health among high school students 
(Hypothesis 2). The third hypothesis is that anxiety about 
COVID-19 is negatively associated with perceptions of their 
financial futures (Hypothesis 3). The final hypothesis was to 
predict whether more profound concern about COVID-19 
would predict lower levels of future savings intention among 
high school students experiencing COVID-19 (Hypothesis 
4). Additionally, I control various demographic factors such 
as race, gender, health status, and work status.

Sample:
The study sample of high school students (N = 380; see 

Table 1) was obtained through a Qualtrics survey. First, I 
searched relevant literature to find the survey items that have 
been validated and used in prior research. Then, I distribut-
ed the survey to several high schools across the States using 
social networks and the national high school registry. Partici-
pants completed the eligibility questions before accessing the 
full survey measure. 
Table 1: Univariate descriptions of study variables (N=380)                              
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(see Appendix A). Scholars who developed this scale found 
several domains in the survey.¹³ Out of three domains, I used 
one dimension, attitudes toward saving. Participants evaluat-
ed each statement on a five-point Likert scale, with values 
ranging from 1 ("Never") to 5 ("Often"). Thus, four items 
related to saving were summed to create the score. Higher 
scores indicate higher intentions to save in their consumption 
behavior.

Demographic Information Participating high school stu-
dents completed a brief demographic survey concerning their 
gender, self-rated health (from 1=very bad, 5=very good), race 
(1=White, 2=Black, 3=Hispanic, 4=Asian, 5=other), num-
ber of siblings, mother's education (1=no school completed, 
8=Master's, professional or doctoral degree), and work status 
(employed=1, not employed =0).

Statistical analyses:
The data were analyzed using the Statistical Package for 

Social Sciences software (SPSS), version 26. Before the main 
analysis, descriptive analyses were conducted to describe the 
demographic characteristics of high school students who par-
ticipated in the online survey. Second, a one-way ANOVA 
was performed to compare gender and racial differences in 
the worry about COVID-19 to test the first hypothesis. Fi-
nally, I used a linear regression model to examine the effect of 
apprehension and concern about COVID-19 on high school 
students' expectations about the future, financial future, and 
saving intentions (Hypothesis 2-4). Each hypothesis was 
tested using a two-tailed analysis at a=.05 level of statistical 
significance.
�   Results and Discussion
Table 1 presents 380 respondents of the survey's demo-

graphics, including their age, self-identified gender, race, and 
mother's education. Respondents included 164 female and 
194 male high school students. Twenty-two students did not 
wish to answer or skip the gender questions. In terms of race, 
the majority of participants (N=206, 54.2%) were White. For 
Hypothesis 1, Race category (1=White, 2=Black, 3=Hispan-
ic, 4=Asian, 5= Other) had recoded them into two categories 
(1=Asian, 2=other race). In other analyses, race was included as 
a covariate. Given that the sample did not have enough par-
ticipants per racial category and most students were White 
(54.2%), race was dichotomized as White and minority (0= 
White, 1= Minority). As hypotheses 2-4, race was not the main 
predictor and covariate. 

Results from the ANOVA tests are in Figures 1-2. As can 
be seen, a one-way ANOVA revealed that there was a statis-
tically significant difference in worry between the two groups 
(F (1,378) = [6.894], p= [.008]). Furthermore, female students 
had higher levels of anxiety (M=83.87, SD=31.42) than male 
students (M=74.5, SD=31.42), supporting Hypothesis 1a. In 
terms of race (Hypothesis 1b), there was a significant differ-
ence between Asian and other race students (F (1,378) = [4.16], 
p=.042). As the size of each group was different, I checked the 
variance and normality of each race. The test of homogeneity 
of variances was non-significant, indicating similar variances 
between groups.

The inclusion criteria for the study were that participants: 
(a) are currently high school students and (b) reside in the 
USA territory. They were recruited through a convenience/
snowball sampling method. Participants were allowed to 
discontinue the survey and skip questions if they were un-
comfortable answering. Data were collected over two months 
period from July 2021 to September 2021. Participants were 
told that the purpose of the survey was to understand better 
if their COVID-19 experiences are related to their current 
and future perceptions of their work and family. Participants 
in the study remained anonymous.

Measures:
Pandemic-Related Worries Questionnaire (PRWQ). 

Participants completed the initial 30-item PRWQ question-
naire, which measured various concerns about the pandemic. 
To cover the full breadth of potential anxiety that could be 
experienced, the items were generated for areas that consis-
tently emerge as common topics, as previously identified in 
the Worry Domains Questionnaire.²⁰ This measure identi-
fies anxiety across five key domains, including anxiety about 
social relationships, academic and occupational performance, 
financial concerns, disrupted or aimless future goals, and 
lack of confidence. As several domains of concern were in-
cluded, this measure represented pandemic-related worries 
rather than focusing on the direct worry or anxiety trait of 
participants. The response to each item was along a Likert 
Scale ranging from 'Not Distressed' (1) to 'Extremely Dis-
tressed'(10) for how they felt over the past month. All twenty 
items were summed to create the scores representing anxiety 
about COVID-19 so that higher scores indicate higher anxi-
ety about COVID-19. The internal consistency was generally 
good (a=.82). The full PRWQ-20 scale is listed in Appendix 
A.

Future Expectation Scale for Adolescents (FESA) The 
FESA is a 25-item measure developed by McWhirter and 
McWhirter¹⁵ to assess the degree to which the respondent 
believes a series of statements about their future. Among 25 
items, I have selected three dimensions with 18 items: Work/
Educational attainment, Family and Marriage, and Health. 
Participants rated from 1 (I do not believe this at all) to 7 (I 
certainly think this). Sum scores for each category were calcu-
lated, such that higher scores mean higher future expectations 
about their future. The internal consistency coefficient was 
good (a=.81). The items of the scale are included in Appen-
dix A.

Perceptions of Financial Future Participants were asked 
to rate their perceptions of future financial situations from 
'Very Bad' (1) to 'Very good' (5). This measure was originally 
from Financial Well-being Scale for Emerging Adults (MS-
FWBS, Sorgente & Lanz, 2019). However, for the purpose 
of this study, I revised three questions that were asked about 
their current perception of the future financial situation af-
ter COVID-19. Internal consistency was good (a=.80). Sum 
scores were created so that higher scores mean optimistic 
views about their financial future.

Attitudes toward Saving. Participants were presented with 
nine statements concerning attitudes toward consumption 
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To examine hypotheses 2-4, I conducted multiple regres-
sion to determine if anxiety about COVID-19 predicted the 
future expectation about their family, work, health, financial 
future, and savings intentions. The tested models and pre-
dictors for future expectations and financial perceptions are 
seen in Table 2, where each column represents a different re-
gression. In all the regression models, possible demographic 
covariates, including gender, race, health, and work status, 
were included.
The second hypothesis on the future expectation was sup-
ported. Table 2 shows that anxiety about COVID-19 
significantly predicted future expectations about work, family, 
and health while controlling several demographic variables. 
In particular, students who reported more profound concern 
about COVID-19 reported lower levels of future expectations 
about family (β=-.115, p<.01), work (β=-.141, p<.01), and 
health (β=-.155, p<.01). In terms of control variables, race 
was negatively associated with future expectations about the 
family (β=-.190, p<.001), indicating the influence of social 
disadvantage on the projection of their family situation in the 
future. In addition, self-rated health was also associated with 
future expectations of health (β=-.257, p<.001). This suggests 
that current health status is also related to their future expec-
tations about their health. Interestingly, I found no significant 
association between gender and future expectations.

Similar results were noted for perceptions of the future fi-
nancial situation (Hypothesis 3). As seen in Table 2, the third 
hypothesis was also supported. The linear regression results 
suggest a significant negative relationship between anxiety 

about COVID-19 and perceptions about the future finan-
cial situation (β=-.018, p<.05) while controlling demographic 
variables. Students who reported higher COVID-19 report-
ed lower perceptions of their financial future. For covariates, 
I found a significant relationship between race/self-rated 
health and perception of financial future (β=-.112, -.124, 
p<.05). That is, minority participants reported lower percep-
tions of financial future (β=-.112, p<.05) -and participants 
reporting lower self-rated health also reported lower percep-
tions of their financial future (β=-.124, p<.05).

Finally, I found support for the final hypothesis (Hy-
pothesis 4). Results showed that anxiety about COVID-19 
was negatively associated with their future savings inten-
tion (β=-.318, p<.001). Furthermore, students with higher 
COVID-19-related concerns reported lower levels of saving 
intention in the future. Furthermore, regarding control vari-
ables, race was negatively associated with future intentions 
about saving (β=-.176, p<.001). That is, minority adolescents 
reported lower intentions to save in the future than their 
White counterparts.

Overall, all of our hypotheses were supported. Furthermore, 
these findings indicate that worry about COVID-19 tends 
to be associated with overall negative expectations about the 
future in several domains, including family, health, work, and 
economic situation.
�   Discussion
This study aimed to determine whether COVID-19-re-

lated concerns are related to future expectations and 
consumption behaviors among high school students amid 
COVID-19. Using a convenience sample of 380 high school 
students in the U.S., this study provides insight into the ad-
verse mental health resulting from the pandemic, predicting 
future expectations across several life domains.

First, our results reveal that high school students were 
generally worried about COVID-19 and its impact, with ap-
proximately 35% reporting moderate to severe concern about 
COVID-19 over the last six months. This finding is consis-
tent with previous studies demonstrating poor mental health 
during the COVID-19 pandemic among young adults.

Consistent with the hypothesis on gender and racial dif-
ferences, female students reported higher anxiety levels than 
male students. As female students tend to report higher anxi-
ety symptoms in general, anxiety about COVID-19 may have 
emerged as an emotional response among female students 
more than male students. This finding suggests that sociode-
mographic factors such as gender may be additional sources 
of disparities in how the pandemic affected adolescents' men-
tal health outcomes. Our results align with the recent studies 
demonstrating widening gender gaps in mental health during 
the pandemic.²¹, ²²

Consistent with recent studies, the findings showed that 
Asian students were more worried about COVID-19 than 
other races.²³ The growing discrimination against the Asian 
community, combined with pressure from COVID-19, ap-
pears to make Asian students more vulnerable to mental 
health problems. Scholars speculated that Asians tend to use 
social media for COVID-19-related information, which ex

Figure 1: Gender differences in PR
WQ                            

Figure 2: Racial differences in PR
WQ                              

Table 2: Predicting Future Expectations and Saving Intentions with 
COVID-19 Worries
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poses them to discrimination-related news. Thus, this finding 
has implications for Asian Americans who may continue to 
have this prejudice against them. Future policies or programs 
should support the population heavily impacted by the pan-
demic. Given the small size of this group, however, this study 
needs to be replicated with bigger samples.

As expected, it was shown that greater anxiety about 
COVID-19 was related to lower levels of future expectations 
in many domains, such as family, work, and health, even after 
controlling the sociodemographic factors. This finding has an 
important implication for young adults' mental and physical 
health in the long run. In addition, Kim and Kim²⁴ found 
that adolescents' orientation toward the future affects their 
health-related behaviors and, consequently, their health status 
in adulthood. Finally, following up on adolescents to adult-
hood, Ashby & Schoon²⁵ also found that future expectations 
would play a more significant role than educational expecta-
tions in predicting physical health in adulthood.

Our findings concerning the perceptions of future financial 
situations and savings intentions also highlight the negative 
implication of anxiety about COVID-19. This finding relates 
to previous studies on the effects of stressful life events and 
mental health issues in early life on pessimistic perceptions 
about the financial future.²⁶ In line with prior studies on the 
effect of anxiety on the lower intention to save¹⁸, this study 
provides strong evidence that pandemic-related anxiety is as-
sociated with financial well-being. However, the current study 
did not include any data on parental job loss, unemployment, 
or recent family financial situation change, such as significant 
loss of savings. Thus, anxiety about COVID-19 could reflect 
the perception of the economic situation resulting from the 
pandemic. Therefore, additional research on how these oth-
er circumstances affect their anxiety, future expectations, and 
perception of their financial situation is needed.

In sum, the current study findings highlight the potential 
adverse consequences that the COVID-19 pandemic has on 
future expectations and financial intentions among adoles-
cents. The adverse effects of COVID-19 may be long-lasting 
and negatively affect young students far beyond the duration 
of the pandemic. To mitigate this, developing and imple-
menting public health interventions or programs should be 
planned and implemented to buffer these adverse effects for 
adolescents facing challenges. Based on these findings, it is 
also necessary to monitor the mental health of high school 
students. In addition, as the pandemic slows down, im-
plementing interventions, programs, and education about 
economic situations in school should be carried out to im-
prove the psychological well-being of high school students.

The current study has several limitations. First, the present 
study was limited to the United States of America. Therefore, 
caution regarding generalization to other countries needs to 
be acknowledged. Second, our study relied on a cross-section-
al correlational design, so I cannot rule out the reverse pattern. 
Relatedly, the connection between Pandemic related anxiety 
and future expectations may depend on factors not included 
in this study, such as parents' job insecurity or unemployment 
due to COVID-19. It is known that students with lower SES 

were more affected by the impact of COVID-19. Although 
our results including covariates were not significant, it is still 
possible that sociodemographic factors may have directly 
influenced their anxiety and concern about COVID-19.²³ 
Finally, there could be a reporting bias such that high school 
students with mental health issues would report lower expec-
tations about the future and financial situation. Thus, future 
studies should consider separating worry about COVID-19 
from the personality or general tendency to write future ex-
pectations negatively.
�   Conclusion
COVID-19 brought a significant challenge that forced 

young adolescents to adjust their lifestyles. While COVID-19 
has impacted everyone, our studies show that these challeng-
es impacted some high school students more than others. The 
current study's findings could help us understand how con-
cern about COVID-19 affects teenagers' future aspirations 
and economic outlook. Given that future expectations play a 
key role in the motivations of people and the actions that fol-
low, this is a critical issue. If adolescents can no longer expect 
a positive future for themselves, they will lack the motivation 
to pursue goals. As a result, we could see subsequent negative 
impacts cascading from worry and anxiety to adverse health 
and education outcomes in young adulthood.
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ABSTRACT: According to prescriptions from famous gynecologists, Si-Wu-Tang (SWT) has been one of the main treatments 
for primary dysmenorrhea (PD). This systematic review and meta-analysis aim to test the efficacy and safety of SWT in treating 
PD. First, randomized controlled trials (RCTs) of SWT in treating PD were researched. Data were from the Year 2000 to June 
2022. A cumulative meta-analysis was then performed based on those data. A total of 228 potential studies relevant to this study 
were searched, and 22 RCTs were included. Twenty studies compared the effect of SWT with Western medicine (WM) in 
treating PD. In addition, two studies compared the effect of SWT with Danggui Shaoyaosan (DSS) in treating PD. The results 
revealed that SWT was more effective than Nonsteroidal anti-inflammatory drugs (NSAIDs), and SWT was more effective than 
DSS in treating PD. These results indicate that SWT might be effective in treating PD.

KEYWORDS: Transactional Medical Science; Disease Treatment and Therapies; Si-Wu-Tang; Primary Dysmenorrhea; 
Chinese Herbal Medicine.

�   Introduction
Background:
Dysmenorrhea refers to cyclic cramping pain in the lower 

abdomen of a woman’s body. Symptoms of sweating, tachycar-
dia, headaches, nausea, and vomiting are often accompanied 
after or during menstruation periods. Primary Dysmenorrhea 
(PD) is pain without significant pathological pelvic disease. 
Several studies have shown the prevalence of dysmenorrhea to 
range from 16% to 90% in populations of students, teenagers, 
their mothers, and other individuals from special groups like 
industrial workers.¹ According to a meta-analysis of 20,813 
young women, 71.1% were impacted by dysmenorrhea. Within 
the meta-analysis, across 11,226 women, 20.1% recorded ab-
senteeism from school due to dysmenorrhea, and a report that 
40.9% of them had their class performance impaired due to 
dysmenorrhea.² Although pains from dysmenorrhea are not 
life-threatening, they can be very distractive in women's lives 
and activities.³

The pathogenesis of primary dysmenorrhea is unclear. How-
ever, Dawood found a positive correlation between vasoactive 
prostanoid secretion and primary dysmenorrhea.⁴ There-
fore, Nonsteroidal anti-inflammatory drugs (NSAIDs) were 
the primary therapy for primary dysmenorrhea. NSAIDs are 
prostaglandin synthetase inhibitors (PGSIs) that can relieve 
the symptoms.¹ Furthermore, Owen found that significant 
pain was relieved by PGSIs for most women.⁵ However, some 
NSAIDs appeared to have side effects on women. A study 
showed that indomethacin was likely to cause slight gastroin-
testinal discomfort. Moreover, there was also a lack of sufficient 
evidence to prove the safety of some of the NSAIDs like flur-
biprofen.⁶

Chinese Herbal Medicine (CHM) has long been used in 
East Asia. Currently, some Chinese herbs have already been 

used to treat Primary Dysmenorrhea. The efficacy of Chinese 
Herbal Medicine (Danggui Shaoyao San) in treating primary 
dysmenorrhea has been systematically reviewed.³⁹ Compared 
with the placebo, CHM was significantly (P < 0.01) more ef-
fective in relieving pain. Moreover, within the comparison with 
conventional therapies (NSAIDs), CHM also showed signifi-
cantly stronger effects in (P < 0.01) pain relief, compared with 
conventional therapies (NSAIDs), and its benefit could last for 
more than three months or more in most cases.⁷ Si-Wu-Tang 
(SWT) was one of the main treatments for primary dysmen-
orrhea, according to prescriptions from famous gynecologists.⁹ 
SWT is mainly composed of 4 types of herbs: prepared Reh-
manniae Radix Praeparata (Shudihuang), Paeoniae Radix Alba 
(Baishao), Angelicae Sinensis Radix (Danggui), and Chuanx-
iong Rhizoma (Chuanxiong).⁴⁰ To clearly show the efficacy 
and safety of SWT, meta-analysis and systematic review are 
needed, such as the previous study on Danggui Shaoyao San 
for treating PD.³⁹ However, such existing studies with high 
statistical homogeneity were limited. Furthermore, more recent 
evidence and subgroup comparisons were needed to be includ-
ed in the test of the SWT efficacy. Randomized Controlled 
Trials of SWT in treating SWT studies existed. However, there 
was no analysis to compare subgroups with different types of 
interventions. Moreover, existing meta-analyses or systemat-
ic reviews only take account of a single type of SWT, but no 
combination studies of different kinds of SWT are conducted. 
Therefore, the study’s objective was to make a systematic re-
view and meta-analysis of the efficacy and safety of SWT with 
the most recent studies and data. The efficacy is measured by 
the total effective rate of overall symptom reduction. The safety 
is evaluated by the adverse effect description being recorded in 
the study.
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Abbreviations:
SWT= Si-Wu-Tang, PD= Primary Dysmenorrhea, 

NSAIDs= Nonsteroidal Anti-inflammatory Drugs, RR= 
Relative Risk, CI= Confidence Interval, RCT= Randomized 
Controlled Trials, PRISMA= Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses, TER= Total Effec-
tive Rate, PGSI= Prostaglandin Synthetase Inhibitor, DSS= 
Danggui Shaoyao San.
�   Research Method
Data Collection and Data Selection:
This study researched randomized control trials (RCTs) of 

Si-Wu-Tang (SWT) as a treatment for PD from the Year 
2000 to June 2022. Databases were derived from PubMed, 
the Cochrane Library, Elsevier, China National Knowledge 
Infrastructure, and JSTOR. 
The used terms include: (Primary dysmenorrhea OR men-

struation OR menstrual pain OR menstrual disorders OR 
dysmenorrhea) AND (Si-Wu-Tang OR Four-agents-decoc-
tion OR Si-Wu-decoction OR Chinese Herbal Medicine 
OR Chinese Traditional Medicine OR Herbal Medicine) in 
English or Chinese. 
The data was selected, and the quality of the data was 

assessed. This process was performed individually by the re-
searcher. To determine the data quality, the study used the 
“revised Cochrane risk of bias tool for randomized trials 
(rob2)” to measure the risk of bias.³⁶ The following domains 
are being assessed: randomization process, deviations from 
the intended interventions, missing outcome data, measure-
ment of the outcome, and selection of the reported result. 
Each domain is rated as “low risk,” “high risk,” or “some con-
cerns.” If the study was scored as “high risk,” it means it did 
not include enough information for some domains.

Criteria for inclusion in the meta-analysis:
1. The type of study was Randomized Controlled Trials 

(RCTs) or other quasi-RCTs. Studies written in Chinese 
and English would be accepted. However, case studies, case 
series, qualitative studies, or similar studies that cannot pro-
vide detailed information on the efficacy of SWT would be 
excluded.
2. All participants in the study were patients of primary dys-

menorrhea. 
3. The experiment interventions were SWT alone or with 

some additions due to the difference in the condition of 
patients. All kinds of formulations would be accepted. The 
control interventions were Western medicine, other CHM, 
or placebo. 
4. Results of the study need to be measured by the following 

methods: pain level, treatment response rate, the use of other 
pain-reliever, or the quality of life. Therefore, data were either 
dichotomous or quantitative.
�   Data Analysis
The statistical analysis was performed using RStudio 

2022.02.3+492. Since all data were either dichotomous or 
qualitative, relative risks and 95% confidence intervals (CIs) 
are used to express treatment effects. Subgroup analysis was 
performed based on the type of medicine, control type, or 
clinical heterogeneity. Risk ratio (RR) (or Relative risk) was 

calculated using the ratio of patients in the experimental group 
that reflect treatment as effective treatment divided by the ra-
tio of patients in the control group that reflect treatment as 
effective. The total effective rate (TER) recorded in the study 
is used to calculate the RR. 
�   Results and Discussion
Results of the study search:
The study search results are shown in Figure 1 as a PRIS-

MA flowchart. The search identified 228 potential study that 
was relevant to this study. At last, 22 studies met the inclu-
sion criteria of this study.⁹-³⁰ The included types of SWT are 
‘Taohong Si-Wu-Tang,’ ‘Danggui Si-Wu-Tang,’ and ‘Xiangfu 
Si-Wu-Tang.’  

Risk of bias:
The overall risk of bias graph is shown in Figure 2. The risk 

of bias was moderate or low for most cases. However, all data 
were at high risk for bias due to deviations from intended 
interventions. The reason was that all studies did not ade-
quately address the method of randomization or the RCTs 
were not conducted in a single or double-blind way.  

 

Figure 1: The flow chart of the study process. CNKI = Chinese National 
Knowledge Infrastructure                              

Figure 2: Summary of the Risk of Bias: author’s judgment about each risk 
of bias domain is presented as a percentage across all studies included.                               
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mechanism of this disease was the enhanced contraction of 
the smooth muscle of the uterus and the small arteries of the 
myometrium, resulting in pain due to ischemia and hypoxia 
in the uterus. Therefore, most of the symptomatic treatment 
was taken to treat this disease. Currently, three major catego-
ries of drugs are recognized as major treatments for primary 
dysmenorrhea, namely NSAIDs, contraceptives, and calcium 
channel blockers, which are effective and fast, but have greater 
side effects, and treat the symptoms but not the root cause 
and are prone to recurrent attacks.³² Studies have also shown 
that CHM significantly improved pain relief with long-term 
efficacy compared to conventional therapies.⁷ Results revealed 
in this study also proven this statement.

According to the theory of Traditional Chinese Medicine, 
Si-Wu-Tang is a good formula for tonifying the blood, invig-
orating the blood, and regulating menstruation compared to 
other CHMs since it focuses more on dealing with patients 
with deficiency of both qi and blood symptoms.³³ Two stud-
ies compared the effect of SWT or DSS in treating PD. The 
results displayed a more favorable outcome toward SWT in 
treating PD (RR 3.2130, 95% CI 1.9534-5.3338, P < .0001). 
The heterogeneity is low (I² = 0.00%). All those results showed 
the significant effect of SWT in treating PD. The pharma-
cology of SWT could be interpreted. In previous research, it 
has shown that the main component, Semen persicae contains 
aromatic cyanophoric glycoside extract that can increase the 
activity of cytochrome oxidase in energy metabolism and 
inhibit ADP-induced platelet aggregation; Danggui (Angel-
ica) contains aromatic acids that inhibit platelet aggregation 
and inhibits vascular smooth muscle proliferation; Paeonia 
lactiflora composed mainly of monoterpene glycosides has 
vasodilatation, anti-thrombosis, anti-platelet aggregation, and 
inhibition of angiotensin-converting enzyme activity.³³ That 
information on the mechanism of SWT in treating PD would 
make SWT a promising safe drug for PD. Moreover, recent 
research has also shown that SWT inhibits oxytocin-induced 
uterus contraction in women.³⁴ Also, SWT improved the 
blood coagulation function in women, improving their qual-
ity of life.³⁵

Although this study included plenty of observations on 
the efficacy of SWT in treating PD, many limitations still 
exist. First, all data in this study were dichotomous, and all 
patients were Chinese. So, whether there was variability due 
to different regions’ patients could not be determined, and the 
conclusion from the present study could not be applied to 
other areas of the world until further relevant studies con-
firmed it. Second, the studies included in our meta-analysis 
did not specifically describe the process of randomization, and 
the blindness of studies could not be determined. This would 
reduce the reliability of the study since the risk of bias due 
to the blinding of patients or researchers was high. Third, all 
data were measured in TER instead of other methods, such as 
pain intensity in scale. Again, this would reduce the reliability 
and validity of the study. A more specific pain measurement 
should be adopted in further studies to improve reliability.

Effects of SWT
SWT vs. NSAIDs:
A total of 20 studies⁹-²⁸ (2275 women) compared the ef-

fects of SWT with NSAIDs (Ibuprofen, Flufenamic acid 
capsules, or Indomethacin). All studies reported a total effec-
tive rate (TER). In TER, the results revealed that SWT was 
more effective than NSAIDs (RR 2.36, 95% CI 1.92-2.92, 
P < .0001). The statistic I² for heterogeneity was high (I² = 
57.2%). (Figure 3)

SWT vs. other CHM:
Two studies²⁹,³⁰ (179 women) compared the effect of SWT 

on Danggui Shaoyao San (DSS). Both studies reported TER 
and the results revealed that SWT was more effective than 
DSS in treating PD (RR 3.2130, 95% CI 1.9534-5.3338, P < 
.0001). The statistic I2 for heterogeneity was low, with almost 
no heterogeneity (I² = 0.00%). (Figure 4)

�   Discussion
This systematic review and meta-analysis analyzed 22 

studies with 2454 women on the effect of SWT in treating 
PD. The results showed that SWT was more effective in 
treating PD than NSAIDs or DSS. 

SWT and NSAIDs were compared in 20 studies. SWT 
was more effective in treating PD than NSAIDs (RR 2.36, 
95% CI 1.92-2.92, P < .0001). However, the heterogeneity 
was high (I² = 57.2%). According to Western medicine, the 

Figure 3: Forest plot of SWT vs. NSAIDs. RR = Relative Risk, CI= 
Confidence Interval                              

Figure 4: Forest graph for SWT vs. DSS. RR= Relative Risk, 
CI=Confidence Interval.                              
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�   Conclusion
The systematic review included 22 RCTs that showed a 

higher total effective rate in the SWT treatment group than in 
the control group being treated by NSAIDs or DSS in treat-
ing dysmenorrhea. However, this study had a high risk of bias 
due to the need for more description in the randomization 
process and blinding in all the included studies. Therefore, 
more reliable and detailed RCTs had to be conducted and 
analyzed to prove better SWT's reliability in treating PD.
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ABSTRACT: This study aimed to evaluate the accuracy of a proposed method for measuring scoliosis curvature and its level 
of agreement with the traditional method of experts’ Cobb angle measurements, which serves as the reference standard. This 
study included 301 whole-spine radiographs of 86 patients with idiopathic scoliosis. The proposed method used a deep-learning 
model to measure spinal curvatures automatically. In addition, segmentation of the entire spine, extraction of the central line, 
detection of inflection points, and measurement of the curvature angle were performed. The proposed method was more reliable 
than the traditional Cobb angle measurement method. The intraclass correlation coefficient for absolute agreement between the 
two methods was 0.969 (95% confidence interval: 0.957~0.977), indicating excellent agreement. Bland–Altman analysis showed 
no specific pattern, with a mean difference of -1.29 and 95% limits of agreement ranging from -9.49 to 6.91. The accuracy of the 
proposed method for detecting scoliosis with a Cobb angle ≥ 40 degrees was 88.4%, with a sensitivity and specificity of 95.9% and 
83.2%, respectively. The accuracy of the proposed method for detecting spinal curve progression was 84.9%, with a sensitivity and 
specificity of 63.6% and 90.5%, respectively. The proposed model for automatic spinal curvature measurement using deep learning 
showed acceptable accuracy and excellent agreement with the traditional method for Cobb angle measurement. The proposed 
method may be useful for detecting severe scoliosis and monitoring moderate scoliosis that may progress over time. 

KEYWORDS: Biomedical Engineering; Biomedical Imaging; Scoliosis; Cobb Angle Measures; Deep Learning.

�   Introduction
Scoliosis is a type of spinal deformity that causes lateral cur-

vature of the spine. It can occur in people with conditions such 
as cerebral palsy and muscular dystrophy; however, most cases 
are idiopathic, meaning the cause is unknown. Idiopathic sco-
liosis is usually diagnosed in adolescents during their growth 
spurt and affects approximately 3% worldwide.¹ It is character-
ized by a lateral deviation of the spine greater than 10 degrees, 
measured using the Cobb angle on an X-ray image.² Also, 
scoliosis can cause various complications, such as back pain, 
respiratory problems, cosmetic issues, and psychological dis-
tress.³ Therefore, accurate diagnosis and scoliosis monitoring 
are essential for effective treatment planning.

The Cobb angle measurement is the gold standard for 
evaluating scoliosis in clinical practice.⁴ However, this meth-
od has several drawbacks that could be improved to maintain 
its reliability and validity. First, it is subjective and prone to 
interobserver and intraobserver variability.⁵ Second, it is influ-
enced by the patient’s position and degree of rotation during 
X-ray image acquisition.⁶ Third, it does not capture the 
three-dimensional nature of a spinal deformity.⁷

Several computer-assisted methods to measure the Cobb 
angle more objectively and accurately have been proposed to 
overcome these limitations. These methods typically involve 
manual or semiautomatic detection of vertebral landmarks on 
X-ray images using graphical user interfaces or image process-
ing techniques.⁸-¹⁰ However, these methods require human 
intervention and expertise to select appropriate landmarks and 

curves on the spine. Moreover, these methods are sensitive to 
image quality and resolution and may need to be revised in 
complex or atypical cases. In this study, we proposed a model 
for the automatic measurement of spinal curvature using the 
U-Net model, which simplifies the process and reduces error 
by segmenting the entire spine, extracting the central line, de-
tecting inflection points, and measuring the curvature angle.

This study was designed to (a) evaluate the reliability be-
tween the traditional experts’ Cobb angle measurements and 
the proposed measurements, (b) investigate the accuracy of 
the proposed method for detecting severe scoliosis that may 
require surgery and monitoring moderate scoliosis that may 
progress over time, using the traditional Cobb angle measure-
ment method as the reference standard, and (c) determine the 
interobserver reliability of Cobb angle measurements among 
novices who are not trained in radiology, compared to experts’ 
Cobb angle measurements.
�   Methods
Data Collection:
Our Institutional Review Board approved this retrospective 

study (No. 2010-124-1166). A total of 301 whole-spine an-
teroposterior (AP) radiographs of 86 patients with idiopathic 
scoliosis obtained from the Department of Orthopedics, Seoul 
National University Hospital, were used for the study. Inclu-
sion criteria for this study include patients between the ages 
of ten and nineteen who have been diagnosed with idiopathic 
scoliosis. Exclusion criteria consist of patients who have un-
dergone spine surgery, those with infantile idiopathic scoliosis, 
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and individuals with scoliosis resulting from certain conditions 
such as cerebral palsy and muscular dystrophy. Whole-spine 
AP radiographs were taken with patients in the conventional 
standing posture at a fixed distance of 228 cm from the X-ray 
source. 

Deep-learning-based Computation of Spinal Curvature:
The automatic measurement of the Cobb angle consisted of 

four steps (Figure 1): segmenting the entire spine, extracting 
the central line, detecting the inflection points, and measur-
ing the Cobb angle. First, the U-Net model was trained using 
200 radiographic images and manually segmented spine 
masks to automatically segment the entire spine. The 200 
radiographs used for spine auto-segmentation were patients 
who were diagnosed with adolescent idiopathic scoliosis with 
their x-rays, and they were not used for results analysis. Next, 
morphological operations were used to produce a skeleton 
of the spine from the segmented areas, and a seventh-or-
der polynomial curve-fitting method was used to extract the 
points on the skeleton. After, the first derivative of the spinal 
curve was computed to detect the inflection points on the 
skeleton curve. The Cobb angle was then calculated automat-
ically based on the detected inflection points. 

Cobb Angle Measurement by human readers:
Blinding of the observers was performed. All 301 radio-

graphs were numbered and analyzed in consensus by an 
experienced orthopedic surgeon and an experienced radiol-
ogist using an electrical tool for Cobb angle measurements 
embedded in the Picture Archiving and Communication 
System (PACS) (INFINITT PACS; INFINITT Health-
care, Seoul, Korea). Lines were manually drawn through the 
endplates of the curve’s upper and lower end vertebrae on the 
monitor, and the Cobb angle was automatically generated on 
the screen. These results were considered the reference stan-
dard for Cobb angle measurements. Additionally, four novice 
observers analyzed the Cobb angles in 30 randomly selected 
radiographs using the same method  They were blinded to 
the results obtained by the experts or the proposed method. 
However, they were educated on how to measure the Cobb 
angles and tested using five radiographs before proceeding 
with the primary analysis.

Statistical Analysis:
Data were presented as means and standard deviations. A 

comparison between the proposed method and the traditional 
experts’ Cobb angle measuring method was performed using 
the paired t-test. Agreement between the two methods in 
measuring spinal curvature was evaluated using the intraclass 
correlation coefficient (ICC) two-way mixed model on the 
absolute agreement and Bland–Altman plots. An ICC less 

than 0.2 was considered unacceptable; 0.2 to 0.39 question-
able; 0.4 to 0.59 good; 0.6 to 0.74 very good; and 0.75 to 1.00 
excellent. Using Bland–Altman analysis, the mean difference 
and 95% confidence limits of agreement were calculated. The 
accuracy, sensitivity, specificity, negative predictive value, and 
positive predictive value of the proposed method for detecting 
scoliosis with an angle of 40 degrees or greater were assessed 
using the Cobb angles obtained from the traditional method as 
the reference standard. Likewise, the accuracy, sensitivity, spec-
ificity, negative predictive value, and positive predictive value 
of the proposed method for detecting spinal curve progression 
were assessed using the traditional Cobb angles obtained by 
experts as the reference standard. An increase of five degrees 
or more of the Cobb angle in the follow-up radiograph was 
defined as progression, and radiographs with an interval of 
more than six months from the first radiograph were includ-
ed.  Frequencies of Cobb angle of 40 degrees or greater, or the 
progression in scoliosis in the follow-up, were compared be-
tween the measurements by experts and those by the proposed 
method using the McNemar test. Finally, the mean values of 
the Cobb angles from the reference standard and those from 
each novice were compared using the paired t-test, and the 
interobserver reliability between the measurements from the 
reference standard and those from each novice was evaluated 
using the ICC two-way mixed model on the absolute agree-
ment. All statistical analyses were performed using SPSS 
software (version 25.0; IBM, Armonk, NY, USA). A p-value < 
0.05 was considered statistically significant. 
�   Results and Discussion
Table 1 shows the basic characteristics of the 86 patients 

and the distribution of the Cobb angles of the 301 radio-
graphs. Although the mean values of the results from the 
proposed method were significantly greater than those from 
the traditional method (39.01 ± 12.85 vs. 37.7 ± 12.42; mean 
difference, -1.29 ± 4.18 [p < 0.001]), an agreement between 
the two methods was excellent (ICC, 0.969; 95% confidence 
interval, 0.957~0.977 [p < 0.001]) (Figure 2). In Figure 3, 
Bland–Altman plots between Cobb angles and the proposed 
method show no specific pattern, with a mean difference of 
-1.29 and 95% limits of agreement ranging from -9.49 to 
6.91.   

 

Table 1: Baseline characteristics and distribution of the Cobb angles in 301 
radiographs of 86 patients. People with severe scoliosis with an angle of 40 or 
greater comprised 40.5% of the study population.                               

Figure 1: Overview of spinal curvature evaluation. A U-Net model was 
trained for automatic spine segmentation, followed by morphological 
operations and curve-fitting techniques to extract the central line, detect 
inflection points, and automatically measure the Cobb angle.                              
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The interobserver reliability of the four novices, using the 
Cobb angle measurements obtained by the experts as the ref-
erence standard, is shown in Table 3. Again, all novice results 
differed significantly from the experts, with the mean differ-
ence ranging from 2.26 to 9.98. 

The principal findings of the present study can be sum-
marized as (a) the proposed method for the automatic 
quantification of the spinal curvature showed excellent agree-
ment (ICC, 0.969) with the traditional method for Cobb 
angle measurement by experts, (b) the accuracy of the pro-
posed method for detecting scoliosis with a Cobb angle of 
40 degrees or greater was good (88.4%), with a sensitivity of 
95.9% and a specificity of 83.2%, (c) the accuracy of the pro-
posed method for monitoring spinal curve progression was 
modest (84.9%), with a sensitivity of 63.6% and a specificity 
of 90.5%, and (d) interobserver reliability of the four novices 
showed different ICC values ranging from 0.858 to 0.978, 
with a comprehensive 95% confidence interval of -0.14 to 
0.991. In contrast, the proposed method always provides con-
sistent results.

In our proposed model, segmentation of the entire spine us-
ing deep-learning technology was implemented, eliminating 
the requirement for the manual detection of the anatomical 
landmarks, which was present in previous computational 
methods.¹¹ Previous models implemented partial division of 
each spinal column because of the complexity of the spine and 
the number of calculations required. Calculating the curvature 
is more complex and prone to errors from segmenting individ-
ual vertebrae. Instead of manually connecting the midpoints, 
this deep-learning model automatically draws the midline 
and converts it into a seventh-order function, which becomes 
the basis for measuring the spinal curvature, thereby mini-
mizing the impact of segmentation errors on the Cobb angle 
measurement. In addition, this model resolves the problem 
of interobserver variability because a machine automatically 
conducts the measurement. The simplicity of the proposed 
model saves time and resources and offers convenience by us-
ing a functional graph to calculate the spinal curvature. The 
severity of the curvature can also be observed from the shape 
of the automatic line, which makes the detection process more 
accessible. 

The performance of the proposed method for the detec-
tion of scoliosis with an angle of 40 degrees or greater in the 
301 radiographs was acceptable: accuracy, 88.4%; sensitivity, 
95.9%; specificity, 83.2%; negative predictive value, 96.7%; 
and positive predictive value, 79.6% (McNemar test, p < 
0.001) (Table 2). In terms of performance of the proposed 
method for detection of progression of more than five de-
grees in a total of 159 follow-up radiographs of 52 patients, 
accuracy, sensitivity, specificity, positive predictive value, and 
negative predictive value were 84.9%, 63.6%, 90.5%, 63.6%, 
and 90.5%, respectively (McNemar test, p = 1.0) (Table 2). 

Figure 2: Agreement between measurements using the traditional experts’ 
Cobb angle method and the proposed method. High agreement between the 
newly proposed measurements and the traditional Cobb angle measurements 
is shown with an ICC of 0.969.                             

Table 2: Performance of the proposed method for detecting scoliosis with a 
Cobb angle of 40 degrees or greater (n = 301 radiographs) and for detecting 
progression in scoliosis (n = 159 radiographs). Accuracies for detecting severe 
scoliosis and progression are respectively 88.4% and 84.9%.                             

Figure 3: Bland–Altman plots between the Cobb angle measurement by 
experts and those by the proposed method. The graph shows no specific 
pattern, with a mean difference of -1.29 and 95% limits of agreement ranging 
from -9.49 to 6.91.                             

Table 3: Interobserver reliability of four novices, using the Cobb angle 
measurements obtained by experts as the reference standard. The Cobb 
angle measurements obtained by four inexperienced individuals differed 
significantly from those obtained by the expert.                             
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This study had some limitations. First, although the pro-
posed method is simple, fully automated, and generates 
consistent measurements of spinal curvatures, the accuracy 
levels for detecting severe scoliosis and monitoring progres-
sion must be sufficiently high to replace the traditional Cobb 
angle measurement method. Thus, additional modifications 
are required to enhance the accuracy of the proposed method. 
Second, this was a single-center study. Therefore, external val-
idation is necessary to ascertain whether similar results can be 
replicated in other institutions. Lastly, it's important to note 
that our model was primarily trained to measure adolescent 
idiopathic scoliosis, and we lack the data necessary to confirm 
its accuracy in detecting degenerative changes in the spine 
that typically occur after the 30s-40s. Therefore, our model 
may not be optimal for diagnosing degenerative scoliosis, as 
it was specifically designed to measure adolescent idiopathic 
scoliosis patients who generally have more severe conditions.
�   Conclusion
The proposed method for automatic spinal curvature mea-

surement using the U-Net model showed acceptable accuracy 
and excellent agreement with the traditional method for Cobb 
angle measurement by experts. The proposed method may be 
useful for detecting severe scoliosis and monitoring moderate 
scoliosis that may progress over time.
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ABSTRACT: Electricity is the most important and useful energy form for our modern society. This calls for smart management 
to have optimal usage. Artificial neural networks (ANNs) have emerged as a powerful tool in forecasting power demand, especially 
when multiple variables are involved. In this paper, taking a city in Morocco as an illustrating example, a long short-term memory 
(LSTM) neural network is developed to predict power consumption via five weather factors. Our numerical results corroborate 
the merits of LSTM in forecasting the load demand with which temperature exhibits the strongest correlation. 

KEYWORDS: Robotics and Intelligent Machines; Machine Learning; Artificial Neural Networks; LSTM; Power 
Consumption Prediction.

�   Introduction
Electricity is indispensable in our society, giving life to our 

appliances and electronic gadgets and powering our critical 
infrastructure. Therefore, developing effective technologies 
to protect our electrical grid is important. One strategy is to 
accurately predict spikes and dips in power consumption, pre-
venting property damage and ensuring that every customer 
has electricity access. Indeed, power consumption forecasting 
is an important task in the energy industry, enabling energy 
providers to allocate their resources and optimize their opera-
tions efficiently. This can be achieved using statistical methods, 
such as linear regression, polynomials, and ARIMA (autore-
gressive integrated moving average). For instance, in a previous 
study,¹ we demonstrated that ARIMA was a reasonably reli-
able tool in predicting power consumption by using data from 
several California counties as the illustrating examples. Nev-
ertheless, ARIMA-based forecasting performs best on data 
points strongly correlated to each other in the time domain. 
Thus, expanding the prediction toolset that can be applied to a 
wide range of data and variables and producing accurate results 
is important.

Recently, there has been a growing interest in using artifi-
cial neural networks (ANN) to forecast power consumption.² 
Neural networks are a class of machine learning algorithms 
that are particularly well-suited for complex, non-linear data 
patterns, making them an ideal choice for forecasting power 
consumption. By analyzing historical data on power consump-
tion, weather patterns, and other relevant variables, neural 
networks can accurately predict future power demand with 
a high degree of accuracy. In this way, power providers can 
adjust their energy generation and distribution strategies to 
meet the changing needs of their customers while minimiz-
ing waste and improving overall efficiency. Notably, ANN can 
be used for a wide range of systems. For instance, Stošovic et 
al.³ employed five different network structures, i.e., ordinary 

recurrent neural network (RNN), long short-term memory 
(LSTM), gated recurrent units (GRU), bidirectional LSTM, 
and bidirectional GRU, to predict the electricity consumption 
of a cold storage facility. The results showed that the modifi-
cations of RNN performed much better than ordinary RNN, 
and more significantly, GRU and LSTM exhibited the best 
performances. Chen et al.⁴ constructed an ANN to predict the 
electricity demands in several office buildings by splitting the 
time variable for different occupancy rates within the context 
of multiple weather factors.  Adhiswara et al.⁵ developed an 
ANN algorithm to predict long-term electricity consumption 
in Indonesia for 2019-2025. Jamii et al.⁶ propose an ANN-
based paradigm to effectively and accurately predict wind 
power generation and load demand.

Motivated by these successes, in the present study, an LSTM-
based ANN is constructed for power demand forecasting using 
data from a city in Morocco as the illustrating example. Un-
like a feed-forward network that only allows data to move in a 
single direction, an LSTM has many feedback loops that will 
enable past data to influence the data being inputted, allowing 
for more accurate output. The results indeed show that LSTM 
is a reliable and feasible tool for predicting power consumption 
within the context of multiple weather factors.
�   Methods
The dataset selected for this project is from a city in Morocco 

called Tetuan City.⁷ This dataset contains five environmen-
tal variables along with power consumption. These are time, 
temperature in Celsius, humidity in percentage, wind speed in 
kilometers per hour, and diffuse flow and general diffuse flow, 
which are related to groundwater flow. It is also important to 
note that the data spans from the entirety of 2017, and is in 
10-minute intervals, therefore amounting to over 52,000 data 
points.
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Four tools were used to write the LSTM neural network 
(Scheme 1). The first tool is the Pycharm IDE, an application 
to create and run Python programs. The second is NumPy, a 
Python library that gives access to many useful mathemati-
cal functions. The third is matplotlib, another Python library 
that allows one to plot custom graphs using data points and 
equations. Finally, the most important tool is Pytorch, another 
Python library. This library provides neural network functions 
that one can use to create the program’s framework. 

Before inputting data into the neural network, they needed 
to be converted into the appropriate format for the LSTM. 
This was done by writing code to scale data to a range from 0 
to 1 to lower the resources used and make the training much 
more efficient. The data was then sorted into two matrices 
directly used in the neural network. The first matrix was the 
input matrix. This matrix contained a series of consecutive 
data points that corresponded with the length of the specified 
input length. The next matrix was the input comparison ma-
trix. This matrix had the same data points as the input matrix 
and contained additional data that would be used to compare 
with the neural network’s output. By comparing the output 
with the comparison matrix, the neural network lowered the 
validation loss and therefore increased the accuracy of the pre-
diction. Overall, 700 iterations of the training loop were run, in 
conjunction with the use of the Adam activation function and 
the Smooth L1 Loss function in order to produce high-quality 
results.

�   Results and Discussion
Analysis was first carried out to evaluate the correlation of 

these weather factors to power consumption. Figure 1 shows 
the comparison graphs where the red curves are the power 
consumption (in kilowatt, kW) and the blue ones are the re-
spective weather factors for the entire time period. Of course, 
some variables are more related to power consumption than 
others. For example, the patterns of temperature variation 
rather closely resembled those of power consumption, where-
as only a weak correlation was observed with wind speed and 
diffuse flow.

This can be further confirmed by calculating the r² coeffi-
cient of each variable in relation to power consumption. For 
example, from Figure 2, one can see that the r² value decreases 
in the order of temperature (0.194) > humidity (0.083) > gen-
eral diffuse flow (0.035) > wind speed (0.028) > diffuse flow 
(0.006). This suggests that power consumption is correlated to 
multiple weather factors, and temperature exhibits the highest 
r² value and is hence the most correlated to power consump-
tion.

Since these weather factors are correlated with power con-
sumption, they must all be included for prediction when the 
dataset is input into the LSTM. However, to ensure that the 
neural network can adequately follow the trends of the dataset, 
it was programmed to have one data point as an input and 
then output the next predicted point. This was done for every 
data point in the dataset, and the result is shown in Figure 3, 
with the blue being the original data and the red being the 
predicted LSTM points. One can see that the neural network 
followed the data patterns very closely and matched many 
of the spikes and dips in power consumption. This suggests 
that the obtained LSTM algorithm may be an effective tool 
in reproducing the power consumption data, a critical step in 
implementing LSTM for power consumption forecasting.

Scheme 1: Schematic representation of an LSTM neural network.                             

Figure 1: Comparison of power consumption (red curves) with various 
weather factors (blue curves) within the year 2017, such as temperature, 
humidity, general diffuse flows, wind speed, and diffuse flows. The 
results show that temperature exhibits the highest correlation with power 
consumption, whereas wind speed and diffuse flow are weakly correlated.                             

Figure 2: Comparison of the r2 coefficient of each weather factor in relation 
to power consumption. Values are obtained from statistical calculations 
of data in Figure 1. The results show that power consumption is the most 
correlated with temperature, followed by humidity, general diffuse flow, wind 
speed, and diffuse flow.                             

Figure 3: Comparison of raw data versus LSTM prediction using a single 
previous data point as input, which outputs one prediction data point. Blue 
curves are raw data, and red curves are LSTM predictions. The similarities 
between the raw data and LSTM predictions indicate that this algorithm is 
an effective tool for reproducing power consumption.                             
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Since the LSTM neural network could learn the trends of 
the dataset, it was then used to predict power demand. This 
was done by using a train-test split, where 1200 consecutive 
data points were allocated for training, and the subsequent 
252 data points were selected for testing. The training por-
tion of the dataset was input into the LSTM for training, 
and the testing portion was purely for comparing the output 
results and was not used for machine learning. The results 
are shown in Figure 4, where the blue represents the training 
data, the green represents the testing data, and the red rep-
resents the output of the LSTM. One can see that the LSTM 
output closely follows the patterns of the testing data and 
suggests that this LSTM is adequate for predicting power 
consumption.

 �   Conclusion
In summary, an LSTM neural network was developed to 

analyze the correlation between the power consumption of a 
Moroccan city with various weather factors within the span 
of a whole year. The results showed that power consump-
tion depended on these weather variables, with temperature 
showing the strongest correlation. ANNs were also shown as 
a powerful tool for forecasting power demand by leveraging 
these correlated variables, allowing it to be applicable to a 
wider spectrum of communities, ranging from an apartment 
complex to an entire nation. The predicted patterns and 
trends will be important in optimizing power management 
and developing a smart power grid.
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ABSTRACT: Sickle cell disease (SCD) is a lethal, life-long condition characterized by a mutation in the gene that codes for 
hemoglobin. To alleviate the pain experienced by sickle cell (SC) patients, adequate nutrition levels are vital as deficiencies of 
vitamins or minerals may cause other symptoms. This review aims to provide an overview of the nutrient status of SC patients and 
propose research areas where further study is required. The review summarizes twelve primary research papers that assessed the 
levels of vitamins A, C, D, E, B-2, B-6, B-12, folate, magnesium, iron, zinc, and copper in SC patients. Most SC patients exhibited 
suboptimal levels of vitamin A, while deficiencies in vitamin D and B-2 were prevalent. Their zinc and vitamins B-6, B-12, C, 
and E levels were generally adequate, while elevated folate and copper levels were observed. The magnesium levels in SC patients 
were lower than those in the healthy population. Determining the status of iron concentration in SC patients was challenging 
due to the limitations associated with the measurement methods employed in the reviewed papers. There were notable differences 
in some of the measurement methods used for the same nutrient levels. More research is needed to find the optimal amount of 
vitamin A supplement for SC patients. The effect of zinc supplementation on copper levels and the cause of low zinc levels in SC 
patients remains unexplored. 

KEYWORDS: Translational Medical Sciences, Sickle Cell Disease; Malnutrition; Vitamins; Minerals.
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Sickle Cell (SC)
Sickle Cell Disease (SCD)
Sickle Cell Anemia (SCA)
Red Blood Cell (RBC)
Hemoglobin (Hb)
Hemoglobin S (HbS)
Recommended Daily Allowance (RDA)
Vitamin D Deficiency (VDD)
Serum 25-hydroxyvitamin D (25(OH)D)
Transferrin Soluble Receptors (sTfR)
Erythrocyte Glutathione Reductase activation coefficient 

(EGRac)
�   Introduction
Sickle cell disease (SCD) is a group of inherited genetic dis-

orders characterized by a mutation in the gene that codes for 
hemoglobin subunit β.¹,² The gene mutation replaces the glu-
tamic acid with valine at position 6 in the β-globin chain.¹ The 
change in the primary structure of the polypeptide alters the 
product from Hemoglobin A to Hemoglobin S (HbS), produc-
ing erythrocytes with sickle shapes under low oxygen tension.² 
Increased sickle erythrocyte concentration causes vaso-occlu-
sion (blockage of blood vessels), which leads to insufficient 
oxygen transport to tissues and organs.² Vaso-occlusion causes 
frequent pain in bones and joints, inflammatory response, and 
oxidative stress.² These symptoms lower the life expectancy of 
SCD patients to 54 years, making it a lethal condition as those 
without SCD have a life expectancy of 76 years.⁴ The trait for 

SCD is not uncommon, as about one in twenty people in the 
human population carries the trait gene for hemoglobin (Hb) 
disorders: HbS.³

The severity of the SCD is determined by the concentration 
of HbS, which depends on the patient’s genotype.² The most 
severe genotype is HbSS, followed by HbSβ0-thalassemia, 
HbSβ+-thalassemia, and HbSC.²

Proper nutrition is vital for overall health and in decreasing 
the morbidity of diseases.⁶ This is particularly relevant for in-
dividuals with SCD, as maintaining optimal nutritional status 
can significantly enhance their quality of life with the wide-
ly accessible cure for SCD remaining as an unresolved issue.⁵ 
This paper focuses on examining the significance of specific 
essential nutrients in SC patients, namely vitamins A, C, D, 
E, B-2, B-6, B-12, folate, magnesium, iron, zinc, and copper. 
When one lacks adequate intake of any or some of these es-
sential nutrients, one may develop deficiency symptoms, which 
will be discussed in detail in the subsequent sections dedicated 
to each nutrient. To reduce the risk of an individual developing 
these symptoms, the Recommended Daily Allowance (RDA) 
has been established.⁵ However, the RDA may not be sufficient 
for SCD patients as it is made for the general healthy popula-
tion rather than individuals with specific medical conditions.⁵ 

To prevent SC patients from developing nutritional diseases, 
this paper will outline the nutrient deficiencies and elevations 
present in SC patients using the primary data gathered by 
researchers. Most of the primary data will be from papers pub-
lished after 2010, as a review paper on nutrition in SCD was 
published that year.⁵ With the latest primary data, this paper 

 ijhighschoolresearch.org



 113 DOI: 10.36838/v5i6.18

will provide an updated review of the nutrition status of SC 
patients.
�   Methods
Twelve primary research papers that investigated nutrient 

levels in SC patients were collected and summarized. Two 
of the 12 research papers collected were randomized clini-
cal trials; the rest were cross-sectional studies. The nutrients 
evaluated in the papers were vitamins A, C, D, E, B-2, B-6, 
B-12, folate, magnesium, iron, zinc, and copper. For each nu-
trient, the nutrient deficiency cutoff was researched and noted. 
Units of the deficiency cutoff values were manually converted 
to match the units of the measured values in the primary re-
search papers. The cutoff values were then compared to those 
obtained from SC patients to determine whether deficiencies 
or elevations of the nutrient were evident in SC patients.
�   Results and Discussion
Zinc:
Zinc is essential for cellular and subcellular metabolism; 

it is an integral component of the catalytic sites of some en-
zymes and may have a specific role in many other biological 
proteins.⁹ Zinc is also responsible for the absorption, mobili-
zation, transport, and metabolism of vitamin A.¹⁰ The serum 
zinc test is commonly used to measure zinc status in the body, 
with a serum zinc concentration of <60 μg/dL considered de-
ficient.¹¹ This method was used by a cross-sectional study in 
India.¹⁰ After recruiting 33 homozygous SC patients and 33 
age and sex-matched healthy controls, the study compared 
the serum zinc level in SC patients to that of normal con-
trols.¹⁰ The paper’s main objective was to evaluate plasma 
vitamin A, C, and E levels and serum zinc and copper levels 
in adolescent patients with HbSS.¹⁰ All subjects were aged 
10-20 years and had no history of blood transfusion with-
in three months, a factor that may significantly affect zinc 
concentration.¹⁰,⁴⁹ Subjects with chronic ailments, diabetes 
mellitus, or SCD cases with an acute crisis, together with pa-
tients on multivitamin supplementation, were excluded from 
the patient and control groups.¹⁰ The serum zinc concentra-
tion in SCD and healthy controls were 83 ± 9 μg/dl and 104 
± 6 μg/dl, respectively.¹⁰ The serum concentration in healthy 
controls was significantly higher than those in SCD patients 
(p<0.001).¹⁰ Also, the values shown above suggest that no SC 
patients were zinc deficient because their serum zinc concen-
trations were greater than 60 μg/dL.¹⁰, ¹¹

A cross-sectional study that took place in Saudi Arabia also 
concluded that there was no zinc deficiency in SC patients.¹² 
Using the same measurement method with 25 SC patients 
that have severe sickle cell anemia (SCA), the study was 
designed to evaluate levels of vitamins A, C, and E and ele-
ments zinc and copper.¹² The exclusion criteria of the study 
were individuals younger than 15 years of age, the presence 
of β- or α-thalassemia trait, glucose-6-phosphate dehydro-
genase deficiency, regular blood transfusion, treatment with 
hydroxyurea, use of vitamin and trace element supplements 
other than folic acid, illness other than sickle cell manifesta-
tions, or pregnancy.¹² The mean measured serum zinc level 
was about 65 μg/dL, which is above the deficiency cutoff.¹² 

Nevertheless, the results still show that SCA patients have 
lower serum zinc levels than the controls.

Both papers show that SC patients have serum zinc levels 
lower than the normal controls but above the zinc deficiency 
cutoff value. Therefore, the SC patients in these studies do 
not have a zinc deficiency. 

Vitamin A:
Vitamin A is responsible for immune function, growth, de-

velopment, reproduction, and, most importantly, vision.¹³ The 
plasma retinol test commonly measures its concentration in the 
body, with a concentration of <20 μg/dL considered deficient 
and a concentration of 20-29 μg/dL considered suboptimal.¹³ 
Vitamin A deficiency in patients may lead to night blindness, a 
decrease in growth rate, and a reduction in bone development 
rate.¹⁴ To determine whether SC patients are also at risk of 
developing disorders related to vitamin A deficiency, a ran-
domized controlled trial in the United States investigated the 
effect of giving supplemental vitamin A to children with SCD 
by measuring their plasma levels before and after the supple-
mentation.¹³ 

The study aimed to determine whether three doses of sup-
plemental vitamin A (300, 400, or 600 μg of retinyl palmitate 
per day for twelve months) on SCD would optimize vitamin A 
status in SC patients with the HbSS genotype. Subjects aged 
2-13 years were enrolled.¹³ The exclusion criteria were chron-
ic transfusion therapy or a transfusion within the past two 
months, hydroxyurea therapy, history of stroke, liver enzymes 
>3 times the reference range, height >2.0 standard deviations 
above the age and sex mean, participation in another interven-
tion study, pregnancy, and other chronic conditions known to 
affect growth, dietary intake, or nutritional status.¹³ The mean 
initial plasma retinol concentration of children with SCD 
was 26 ± 8 μg/dL: a level considered suboptimal but not de-
ficient.¹³ Though the mean plasma retinol concentration was 
above the deficiency cutoff value, 22 out of 96 patients were 
vitamin A deficient. After the twelve-month supplementation 
of 300/400/600 μg/d, the serum retinol values changed by -2.8 
± 2.4 μg/dL, 0.9 ± 4.1 μg/dL, and 3.6 ± 2.8 μg/dL, respective-
ly.¹³ The patients still had suboptimal vitamin levels after the 
supplementations, though.¹³ Low vitamin A levels were also 
witnessed by Hasanato et al., as their SC patients also had a 
lower mean plasma retinol concentration than normal, healthy 
controls.¹²

Both papers lean towards the conclusion that SC patients 
have lower vitamin A levels than healthy controls and that 
there are some patients who are vitamin A deficient.¹²,¹³

Vitamin E:
Vitamin E is the major lipid-soluble component in the cell 

antioxidant defense system.¹⁵ As an antioxidant, it is effective 
against diseases caused by oxidation.¹⁵,¹⁶ The most widely used 
method for its measurement is the serum α-tocopherol test, 
with a concentration of <5 μg/ml marking vitamin E deficien-
cy.¹⁷ This test was used by Wasnik et al. in 2017 to evaluate the 
vitamin E status of SC patients.10 The design for this study 
has been thoroughly described in the subsection on zinc. The 
serum α-tocopherol count in SC patients and controls in the 
study were 9 ± 1 μg/mL and 12 ± 2 μg/mL, respectively.¹⁰ 
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C levels are higher than the deficiency cutoff, SC patients have 
adequate vitamin C and are unlikely to experience the common 
symptoms of vitamin C deficiency.¹²,²⁰

Copper:
Copper is required in redox chemistry to produce many pro-

teins, including enzymes.²² The most widely used biomarker 
for evaluating copper status is serum copper, with a value of 
64-140 μg/dL considered adequate.²³,⁴¹ By measuring this 
biomarker, a cross-sectional study in Ghana measured and 
compared copper levels in 90 SC patients aged 14-53 and 50 
healthy controls aged 22-43.²² Of the 90 SC patients, 41 had 
the HbSC genotype, and 49 had the HbSS genotype.²² All 
50 controls held the HbAA genotype, and any subjects with 
diabetes, renal disease, gastrointestinal disease, or coronary ar-
tery disease were excluded from the study.²² As it aimed to 
evaluate serum iron, copper, and zinc levels in SC patients, the 
study also excluded patients with a history of blood transfusion 
three months before the study.²² The mean serum copper levels 
of SC patients and controls were 221 ± 28 μg/dL and 114 ± 
16 μg/dL, respectively.²² The serum concentration in healthy 
controls was significantly lower than those in SCD patients 
(p<0.001).²² As the mean copper level of SC patients in this 
study was elevated, SC patients were at risk of developing 
stomach pain, extreme thirst, and changes in taste that may 
lead to decreased appetite.²³,²⁴

Elevated copper levels in SC patients were also seen in re-
search done by Emokpae and Fatimehin.⁴⁵ Seeking to evaluate 
the serum copper and zinc levels in SC patients, 100 confirmed 
SC patients with a mean age of 19 ± 1 years and age-matched 
healthy subjects were recruited in the study.⁴⁵ The mean serum 
copper levels in SC patients and the controls were 184 μg/dL 
and 107 μg/dL, respectively.⁴⁵ The mean copper level of SC 
patients in this study, too, was elevated.²³,⁴⁵

Both papers show higher levels of copper in SC patients, 
so there was a copper elevation in SC patients in the studies 
reviewed. 

Vitamin D:
Vitamin D is crucial for calcium absorption and maintaining 

normal serum calcium and phosphate levels.²⁵ It also plays a 
vital role in immune function, cell proliferation, differentiation, 
and apoptosis.²⁶ These crucial tasks may not be completed ef-
ficiently when an individual is vitamin D deficient. Vitamin 
D deficiency (VDD) may also lead to osteoporosis (brittle 
bones) and increased fragility fractures.⁴² VDD is commonly 
diagnosed by measuring the biomarker serum 25-hydroxyvi-
tamin D (25(OH)D).²⁶ A serum 25(OH)D concentration of 
30-60 ng/mL is optimal, while values below 30 ng/mL and 
20 ng/mL are considered suboptimal and deficient, respec-
tively.²⁶ By measuring and comparing the serum 25(OH)D 
level of 640 SC patients to the cutoff values, a cross-sectional 
study in Saudi Arabia evaluated the vitamin D status in SC 
patients.²⁶ All patients enrolled in the study were 12 years old 
and older, and there were no controls.²⁶ About 82% of the pa-
tients had suboptimal 25(OH)D, while 67% were deficient.²⁶ 
Middle-aged (45-65 years) and elderly (>65 years) patients had 
higher 25(OH)D levels than young patients, with females hav-
ing slightly higher 25(OH)D levels than males.²⁶ Furthermore, 

The serum concentration in healthy controls was significantly 
higher than those in SCD patients (p<0.001).¹⁰ Also, as the 
values shown were greater than 5 μg/ml, most SC patients in 
the study were not vitamin E deficient.¹⁷ They were not ex-
pected to experience the symptoms of vitamin E deficiency.¹⁷ 
Even so, lower levels of vitamin E should not be ignored as 
tissues needing α-tocopherol may be damaged when needs ex-
ceed the amounts available.¹⁷

Low levels of vitamin E in SC were also witnessed by 
Hasanato et al., as the mean serum vitamin E concentration of 
SC patients was about 2 μg/mL.¹² This value is far below the 
cutoff marking deficiency, and if the measurement was accu-
rate, SC patients are at risk of experiencing increased infection, 
anemia, and stunting of growth.¹⁷ The difference between the 
measured values may be due to their different measurement 
methods: the study of Wasnik et al. used the modified method 
of serum vitamin E estimation, while the study of Hasanato 
et al. used the long-term freezer storage method.¹⁰,¹²,³⁹,⁴⁰ As 
the long-term freezer storage method may be erroneous due 
to the potential degradation of the sample over time, the val-
ues obtained by Wasnik et al. are probably more accurate.39 
Though their measurement methods differ, both papers show 
suboptimal vitamin E levels in SC patients.¹⁰,¹² Therefore, it 
is likely for SC patients to have suboptimal vitamin E levels.

Vitamin C:
As an antioxidant, vitamin C is a micronutrient with pleio-

tropic functions.¹⁹ It supports the human immune system and 
is a cofactor for a family of biosynthetic and gene-regulatory 
enzymes.¹⁹ It is commonly measured by plasma ascorbic acid 
(vitamin C), with a cutoff value for deficiency of <11 μmol/L.²¹ 
Hasanato et al. examined the vitamin C status of 25 SC pa-
tients by measuring their plasma levels of ascorbic acid.¹² The 
design for this study has been thoroughly described in the 
subsection on zinc. The study found that the mean plasma vi-
tamin C in patients was approximately 57 μmol/L, indicating 
that SC patients were not vitamin C deficient.¹² However, the 
mean plasma level of vitamin C in the SC patients was about 
half that of the non-SC, healthy controls.¹²

A cross-sectional study in Nigeria also observed low vitamin 
C levels.⁴⁴ 80 SC patients with HbSS aged 1-15 years and 80 
age and gender-matched healthy HbAA controls were recruit-
ed.⁴⁴ The exclusion criteria included the presence of febrile 
illness, history of blood transfusion in the past three months, 
history of hydroxyurea or chronic blood transfusion, and his-
tory of taking antioxidant supplements.⁴⁴ The study explored 
the relationship between the frequency of vaso-occlusive cri-
ses and plasma levels of antioxidant micronutrients, including 
vitamin C.⁴⁴ The vitamin C level of SC patients and controls 
in the study was 38 ± 10 μmol/L and 63 ± 17 μmol/L re-
spectively.⁴⁴ The plasma concentration in healthy controls was 
significantly higher than those in SCD patients (p<0.001).⁴⁴ 
These values support the ones obtained by Hasanato et al. as 
the vitamin C levels in SC patients are above the deficiency 
cutoff but are lower than the controls.

The big difference between the ascorbic plasma levels in 
patients and controls made researchers conclude that SC pa-
tients have vitamin C deficiency; but as their plasma vitamin 
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SC patients with crisis had higher average 25(OH)D levels 
than those in steady state condition.²⁶ As most SC patients 
have insufficient serum 25(OH)D levels, they are also vitamin 
D deficient.

Folate, vitamins B-2, B-6, and B-12:
Folate (vitamin B-9) is essential for producing red blood 

cells.²⁷ It is also vital in one-carbon metabolism, which is es-
sential for synthesizing DNA and RNA.²⁷ Vitamins B-2, B-6, 
and B-12 are required to produce the universal methyl donor, 
S-adenosylmethionine.²⁷ To determine whether these meta-
bolic reactions were carried out efficiently in SC patients, a 
cross-sectional study in Canada measured the folate concen-
trations and B-vitamin levels in the blood of Canadian children 
with SCD supplemented with 1 mg of folic acid daily as their 
regular treatment.²⁷ All 11 patients were aged 2-19 years, with 
8 holding the HbSS genotype, 2 holding the HbSC genotype, 
and 1 holding the HbSβ0 -Thalassemia genotype.²⁷ The ob-
tained mean concentration and the deficiency cutoff value of 
each B vitamin are listed below:

As seen in Table 1, SC patients supplemented with 1 mg/d 
of folic acid were not deficient in vitamin B-6, B-9, or B-12, 
but were deficient in vitamin B-2.²⁷ However, without the 
supplement, an increase in patients with vitamin B-6 deficien-
cy is expected as supplemental folic acid can reduce plasma 
levels of pyridoxal 5’-phosphate, an activated form of vitamin 
B-6.²⁷,⁴⁶ None of the patients showed folate deficiency.²⁷ The 
mean total folate level (62.0 nmol/L) exceeded the limit for 
normal folate (45.3 nmol/L), indicating that the patients had 
elevated folate after the supplement.

Magnesium:
Magnesium is key in many cellular processes, including 

intermediary metabolism, DNA replication and repair, and 
transporting potassium and calcium ions.²⁸ Serum magnesium 
measures magnesium levels in the body, with a deficiency cut-
off value of 0.85 mmol/L.²⁹ Using serum magnesium as an 
indicator of magnesium status in subjects, a cross-sectional 
study measured the magnesium content in 120 SC patients 
with HbSS and HbSC genotypes and 48 healthy controls with 
the HbAA genotype.³² Patients with coronary artery disease, 
diabetes mellitus, hypertension, renal failure, pregnancy, and a 
history of blood transfusion within three months before the 
study were excluded.³² The patients and the controls had se-
rum magnesium levels of 0.80 ± 0.24 mmol/L and 0.90 ± 0.11 
mmol/L, respectively.³² As the mean serum magnesium level 
of SC patients is below the deficiency cutoff value, SC patients 
in the study were magnesium deficient.

Table 1: Obtained mean concentrations and the cutoff values for B 
vitamins in SC patients taking folate supplements. B-vitamin biomarker 
concentrations were measured in plasma (n = 8) and serum (n = 3) for folate 
forms, in plasma (n = 10) and serum (n = 1) for vitamin B-12, and in plasma 
for pyridoxal 5′-phosphate (n = 11) and vitamin B-2 (n = 11).27                             

The lower serum/plasma magnesium content in SC patients 
was also shown by a randomized trial that measured the plas-
ma and red blood cell (RBC) magnesium content in 10 HbSS 
treated with oral magnesium supplements (0.6 meq/kg per day 
of magnesium pidolate).³⁰ The study aimed to evaluate wheth-
er magnesium supplementation to SC patients reduces the 
number of sickled erythrocytes. The trial enrolled 45 patients 
who were 19 years and older, along with 17 non-SC controls 
with a mean age of 32 ± 9 years.³⁰ The inclusion criteria were 
normal renal and liver function, 70% or greater performance 
status, and no blood transfusions during the preceding three 
months.³⁰ Using plasma magnesium and erythrocyte magne-
sium as the biomarkers, the authors measured the magnesium 
content in HbSS and HbSC patients before the supplemen-
tation, 14 days after the supplementation, and 28 days after 
the supplementation.³⁰ The initial erythrocyte magnesium 
levels in HbSS and HbSC patients and the controls were 7 ± 
1 mmol/kg Hb, 6 ± 1 mmol/kg Hb, and 9 ± 1 mmol/kg Hb 
respectively (p<0.05).³⁰ The paper does not show the data on 
plasma magnesium as there were no significant differences be-
tween the plasma magnesium levels of HbSS patients, Hb SC 
patients, and normal controls.³⁰ The magnesium RBC content 
after 14 and 28 days of supplementation was only measured 
on 10 HbSS patients, and this data is represented in the table 
below.³⁰

As shown in Table 2, there was a significant increase in 
erythrocyte magnesium content in HbSS patients (p<0.05, 
p<0.005 for days 14 and 28, respectively).³⁰ There was no sig-
nificant change in the plasma magnesium level, but this may 
be due to the fact that it generally takes three months to see 
the rise in plasma magnesium level for patients who took oral 
magnesium therapy.³⁰,⁵¹

The first paper shows that SC patients have a magnesium 
level below the deficiency cutoff, while the other shows that 
SC patients have a magnesium level above the deficiency 
cutoff.³⁰,³² However, both papers agree that the mean serum 
magnesium value of SC patients is below or very close to the 
deficiency cutoff value. This indicates that SC patients are 
at risk of developing chronic diseases, insulin resistance, and 
type-2 diabetes.³³

Iron:
Iron is an essential element as it is responsible for blood 

production as it is a component of hemoglobin.³⁴ It is also 
an essential component for electron transport and DNA syn-
thesis.⁴³ An individual’s iron status is commonly assessed by 
measuring the biomarker serum ferritin, with a reference range 
of 12-300 ng/mL.³⁵

Two studies with differing opinions regarding iron deficien-
cy in SC patients were studied. The first study was a 

Table 2: Mean plasma and erythrocyte (RBC) magnesium concentrations 
in HbSS patients on oral magnesium supplementation at baseline, 14, and 28 
days after the  supplementation                             
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cross-sectional study that took place in Nigeria.³⁶ The authors 
investigated whether iron was deficient in patients with SCD 
by measuring serum ferritin concentration in 43 HbSS pa-
tients aged over 14 years and 43 age and sex-matched HbAA 
controls.³⁶ Exclusion criteria included a history of blood trans-
fusion in the previous three months or any form of SC crisis 
within two weeks of the study. The results showed that only 
7% of the SC patients were iron-deficient and that the mean 
serum ferritin in SC patients and in the healthy controls was 
559 ± 428 ng/mL and 185 ± 120 ng/mL, respectively.³⁶ The 
serum ferritin concentration in healthy controls was signifi-
cantly lower than those in SCD patients (p<0.001).³⁶ Also, the 
value from SC patients was even higher than the upper limit 
of the reference range (300 ng/mL). This indicates iron eleva-
tion, which may be caused by vitamin B 12 deficiency, folate 
deficiency, myelodysplastic syndrome, or malignancy in SC 
patients.³⁷

The other study was also cross-sectional, with 40 SCD pa-
tients and 30 age-matched controls enrolled.³⁸ All subjects 
were 3-18 years old and had hemoglobin levels <11 g/dL.³⁸ 
The study measured the level of transferrin soluble receptors 
(sTfR) to determine whether iron was deficient. As the body 
increases the production of sTfR in response to low iron levels, 
iron deficiency is marked by an sTfR value greater than 1.8 
mg/L.⁴⁷,⁴⁸  The authors of the cross-sectional study found that 
97.5% of the patients had higher sTfR values than the thresh-
old indicative of iron deficiency.⁴⁸ Still, it is difficult to say that 
SCD is solely responsible for this increase, as hemolysis (de-
struction of red blood cells) could also affect sTfR values.³⁸,⁴⁸

The differences in the results and conclusions of the two pa-
pers confirm the limitations of usual biochemical parameters in 
the diagnosis of iron deficiency in homozygous drepanocytosis.

Overview, Limitations:

As shown by Table 3, it was clear that most SC patients had 
suboptimal vitamin A levels and were vitamin D and B-2 de-
ficient. However, their zinc and vitamins B-6, B-12, C, and E 
levels were adequate, while their folate and copper levels were 
elevated. It is not possible to conclude the iron status of SC 
patients as the results of the papers agreed on the limitations of 
usual biochemical parameters in the diagnosis of iron deficien-
cy in SC patients.³⁵,³⁸ The same goes for magnesium, as the 
papers had different conclusions and results.³⁰,³²

There were some limitations in some of these research pa-
pers: sample sizes were often small,¹²,²⁷ the most accurate 
method may have yet to be used,³⁰,³⁶ and exact numerical val-
ues were not recorded.¹² For instance, for iron, two studies used 
different biomarkers to assess iron status in SC patients,³⁶,³⁸ 
one used the serum ferritin method, while the other used sTfR. 
Ironically, both authors favored the other method over the 
method they used. The author, who used serum ferritin, stat-
ed that measuring sTfR is a more reliable index of iron status 
in SC patients than serum ferritin due to the low sensitivity 
of serum ferritin in SCA.³⁶ The author who used sTfR, on 
the other hand, stated that serum ferritin is a better biomarker 
for iron deficiency as sTfR could be affected by hemolysis and 
therefore has limits in accuracy.²²,³⁸

The differences in methods used were also seen in papers that 
measured magnesium content in SC patients.³⁰,³² Both papers 
measured serum magnesium,³⁰,³² but only one measured eryth-
rocyte magnesium.³⁰ It has been suggested that measuring the 
erythrocyte magnesium content is not the most accurate way 
to represent magnesium content in one’s body,³¹ so data on se-
rum magnesium could be considered more reliable. Despite the 
difference in their measurement methods, both papers claimed 
that SC patients had a mean serum magnesium value that is 
very close to the deficiency cutoff value.³⁰,³²

There were limitations in other reviewed studies as well. The 
study that measured vitamin D did not analyze other factors 
that may have affected the vitamin D levels in the subjects.²⁶ 
These factors include nutritional status, physical activity, lack 
of sun exposure, medications that alleviate SCD crises, and 
other illnesses.²⁶

For the measurement of the vitamin C level in SC patients, 
none of the studies used the most accurate method, which is 
measuring vitamin C in lymphocytes.⁸ This may be because 
the equipment required to ensure vitamin C in lymphocytes is 
not widely available. Therefore, researchers who conducted the 
studies used the plasma vitamin C level instead to determine 
whether SC patients were vitamin C deficient.¹²,⁴⁴

For vitamin B-2, its status is usually determined using 
the erythrocyte glutathione reductase activation coefficient 
(EGRac), which was not available in the study conducted by 
Williams et al.²⁷ Consequently, the alternative value of 26.5 
nmol/L has been used instead of the EGRac of 1.25, which 
indicates vitamin B-2 deficiency.

For the majority of the studies, SC patients with a history 
of blood transfusion months before the study were exclud-
ed.¹⁰,¹²,¹³,²²,³⁰,³⁶,⁴⁴ For studies that measure the concentrations 
of iron, zinc, and copper, patients with a history of blood trans-
fusion were excluded as blood transfusion may heavily alter the 
levels of these elements.⁷,¹⁰,¹²,²²,³⁶,⁴⁹ This may also mean that 
the studies did not include the sickest of the SC patients who 
are transfusion-dependent, indicating that the serum status of 
these nutrients may be worse among those with a more se-
vere state of the disease.⁷,⁴⁹ Blood transfusion does not alter 
the levels of folic acid and vitamin B-12, so the study of Wil-
liams et al. may not have had a history of blood transfusion as 
an exclusion criterion due to this reason.⁵⁰ The effect of blood 
transfusion on antioxidant levels and magnesium seems to be 

Table 3: Overview of Nutrient Status of SC patients.                             
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a field yet to be explored, and Dougherty et al., De Franceschi 
et al., and Smith et al. may have excluded patients who have 
received a blood transfusion to eliminate this risk factor.¹³,³⁰,⁴⁴
�   Conclusion
Though many nutrient deficiencies in SC patients were 

initially suspected, SC patients were only deficient in vitamin 
D and B-2. Instead: they had elevated levels of vitamin B-9 
and copper. Low levels of magnesium in the patients were 
shown,²⁷ and it is impossible to confirm iron deficiency as 
the results of the papers highlight the limitations of usual 
biochemical parameters in the diagnosis of iron deficiency 
in SC patients.³⁵,³⁸ The patients had adequate levels of vita-
mins B-6, B-12, C, and E, and zinc, as none of the measured 
values of these nutrients were below the deficiency cutoffs. 
However, though they had adequate levels of these nutrients, 
SC patients generally had lower levels than the healthy pop-
ulation. As both lower and elevated nutrient levels impede 
normal body function, SC patients risk experiencing various 
toxic effects. More research is required to understand the so-
dium/magnesium transporter to find the cause of reduced 
magnesium content in SC patients.³⁰ There is also a need for 
another study involving age and sex-matched healthy control 
to determine whether SCD is solely responsible for VDD, 
not other factors. Furthermore, further research is needed 
to confirm whether VDD worsens chronic pain in SC pa-
tients.²⁶ With no improvement of vitamin A status in those 
taking 600 μg of vitamin A daily, a study that tests the effect 
of a daily supplemental dose of retinyl palmitate of over 600 
μg on those aged 14-18 years with SCD must be conducted. 
Such an age group is selected based on the National Institutes 
of Health’s recommendation that individuals aged 14 years 
and above not exceed a daily intake of 900 μg of supplemental 
vitamin A.¹⁸ The effect of zinc supplements on the vitamin A 
levels of SC patients must also be explored. The confirmation 
of whether low zinc levels in SC patients are due to exces-
sive destruction of red blood cells or excessive excretion is 
required.¹⁰ The effect of zinc supplementation on copper lev-
els in SC patients must also be studied.²² As shown by Table 
3, SC patients generally have a lower level of micronutrients. 
This supports the claim made by Hyacinth et al.: the RDAs 
for the essential nutrients are only for healthy people and that 
these requirements for optimal intakes may be higher for SC 
patients.⁵ As the studies reviewed by this paper only focus on 
patients with SCD and not those in a carrier state, there is 
more research needed to confirm whether low micronutrient 
levels are also observed in populations with only the sickle 
cell trait but not the disease. This literature review analyzed 
the existing studies that measured the nutrient status in SC 
patients.
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ABSTRACT: Virulent E. coli in clinic settings causes UTIs, meningitis, among others. Novel drugs to combat these bacteria are 
developed, but a resistant strain will inevitably arise. Therefore, a non-antibiotic approach using autoinducer analogs (AIAs) was 
taken to inhibit the biofilms of E. coli K12. The effects of the AIAs N-Acetylglucosamine and S-(5′-Adenosyl)-L-homocysteine 
on the LuxI/LuxR and LuxS quorum sensing systems of E. coli K12 were studied to determine which quorum sensing system of 
E. coli K12 is most susceptible to inhibition. This experiment measured the reduction of biofilm formation of E. coli K12 using 
AIAs on the strain’s quorum sensing systems: LuxI/LuxR and LuxS. E. coli K12 had a 10-sample control group along with a 
10-sample AIA group for each AIA. The biofilm counts were recorded for all three groups in 24-hour intervals. The LuxI/LuxR 
group resulted in the greatest biofilm inhibition meaning the LuxI/LuxR quorum sensing system of E. coli is most susceptible to 
inhibition. This non-antibiotic approach for inhibition will save millions of dollars for pharmaceutical companies that are spent 
on developing antibiotics to combat multidrug-resistant bacteria.  

KEYWORDS: Biochemistry; General Biochemistry; Autoinducer Analogs; E. coli; Quorum Sensing.

�   Background
A study done by Microbiologists in Japan was on the effects 

of autoinducer analogs on both the free-floating (planktonic) 
and concentrated (biofilms) cells of Pseudomonas aeruginosa. 
This gram-negative bacterium can cause serious illnesses such 
as cystic fibrosis.¹ In general, bacteria can be divided into two 
types: gram-positive and gram-negative. The key difference 
between both types of bacteria is that gram-positive bacteria 
have a thicker layer of peptidoglycan than gram-negative bac-
teria in the extracellular matrix area. Regardless, both types of 
bacteria use the process of quorum sensing to form biofilms, 
which cause infections. A biofilm is an aggregation of bacteria 
with a slimy layer of proteins that covers the bacteria. Using 
quorum sensing, bacteria release autoinducers: ligands that 
bind to specific receptors with similar signaling pathways. 
Thus, these ligands act as indicators that alert the bacteria to 
move to a common location forming adhesive clumps known 
as biofilms.² Biofilms are multi-drug resistant from garnering 
many bacterial strains effective against antibiotics, especially in 
clinical settings. Novel antibiotics are similar to pre-existing 
ones in terms of chemical composition, thereby allowing bio-
films to continue their resistance. Additionally, antibiotics are 
developed at a slow rate because of the US Food and Drug 
Administration’s limited approvals contributing to the quick 
adaptability of biofilms.

A possible solution to stop the formation of biofilms is to 
stop the autoinducer ligands from binding to the receptors. 
Thus, autoinducer analogs are competitive inhibitors that 
prevent the binding of autoinducers to the receptors and help 
stop the aggregation of bacteria. The researchers purchased 
two autoinducers (AIA-1 and AIA-2) analogs from Meiji 

Seika Pharmaceuticals and two antibiotics called azithromy-
cin (AZM) and clarithromycin (CLR). The control group P. 
aeruginosa was grown without antibiotics. They used the killing 
assay to determine the biofilm cells after using AIA-1 plus var-
ious concentrations of AZM, CLR, and AIA-2 plus multiple 
concentrations of AZM and CLR. The results were that there 
was at least 100 times less formation of biofilms for both an-
tibiotics. For AZM, specifically, on the highest dosage of 256 
micrograms/milliliter, there was at least 100,000 times less bio-
film formation.  

According to a study on QS and biofilms, the three gen-
eral classes of signaling pathways for the gram-positive and 
gram-negative bacteria are defined: LuxI/LuxR, Oligopep-
tide-two-computing-type, and LuxS.³ Each of these signaling 
pathways has its own autoinducer for which respective auto-
inducer analogs can be used to inhibit the signaling pathways, 
thereby ceasing biofilm formation. Usually, the bacteria have at 
least two of the three signaling pathways.⁴

From our background research, discovering which signal-
ing pathways of critical multi-drug resistant bacteria such as 
E. coli are most susceptible to autoinducer analogs would help 
identify which signaling pathways are most relevant for biofilm 
inhibition and paving future research in a methodical manner. 
A Time Kill Assay would be used to measure the reduction 
of biofilm formation over time with and without the addition 
AIAs respective to E. coli’s quorum sensing systems of LuxI/
LuxR and LuxS. Furthermore, the Time Kill Assay is adept at 
only measuring biofilm inhibition and not the killing of bacte-
ria as biofilms exposed to AIAs may exist in a planktonic state 
where they are separated from biofilms and alive partially but 
not visible in the field view, making such bacteria untraceable 
and unethical to count.⁵ The experiment is feasible as all mate
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rials are within reach for a low price. Additionally, the studies 
formerly stated are thorough and provide a solid foundation 
for the experiment.
�   Methods
An inoculation loop was heated using a Bunsen burner until 

it was hot red for sterilization and was left alone for a 5-minute 
cooldown. E. coli K12 from its growth medium was transferred 
to 10 Petri dishes and cultured using the 4-quadrant streaking 
method in a fume hood, also where all Petri dishes were stored 
and monitored for biofilm formation. The average number 
of visible biofilms (Table 1) was calculated from the control 
groups after 24, 48, and 72 hours. Experimental Petri dishes 
were prepared for E. coli K12’s (LuxI/LuxR and LuxS) quo-
rum sensing systems with the autoinducer analogs for E. coli 
K12’s (N-Acetylglucosamine and S-(5′-Adenosyl)-L-homo-
cysteine) quorum sensing systems. A precision scale was used 
to weigh 1000x Minimum Inhibitory Concentration (MIC) 
for each AIA (Figure 1), which was the most precise level of 
AIA, in grams, obtainable. MIC values were obtained from 
IC values initially (maximal inhibitory concentration). The 
IC100 (100% of maximal inhibition) for LuxS and IC50 (50% 
of maximal inhibition) values for LuxI/LuxR were converted 
to MIC values. The measured amounts were diluted by 1mL 
of DI water for the concentrations of 1.8 mM and 0.5 mM for 
LuxI/LuxR and LuxS groups. Each AIA solution was trans-
ferred using sterile pipettes to their respective groups on the 
3rd and 4th quadrants of the Petri dishes, as that is the area 
of bacterial growth. The number of isolated colonies formed 
for both autoinducer analog groups of E. coli K12 were aver-
aged after 24, 48, and 72 hours. The averaged biofilm counts 
of the autoinducer analog groups for E. coli K12 were com-
pared to each other and their control using an ANOVA test 
and Tukey’s HSD to identify the significance of the results. In 
addition, a Time Kill Assay was generated to determine which 
quorum sensing system was most susceptible to inhibition.
�   Results

Table 1: The table shows the recorded number of biofilms for each group 
(Control, LuxS, and LuxI/LuxR) for all ten samples of each group over 
24-hour intervals (0, 24, 48, and 72 hours). LuxI/LuxR showed the lowest 
number of biofilms or the greatest susceptibility.                             

Table 2: The table shows an ANOVA test for the three groups: Control, 
LuxS, and LuxI/LuxR. The null hypothesis is rejected, and the result is a 
p-value of less than 0.05, indicating the statistical significance of the data.                             

Table 3: The table shows Tukey’s HSD, which identified the significance of 
every pair in this study. As indicated in blue, the p values are less than 0.05 
for the possible combinations of Control (T1), LuxS (T2), and LuxI/LuxR 
(T3) groups.                             

Figure 1: 1000x MIC of LuxS was 0.0007g which was weighed using the 
shown VWR precision scale.                             

Figure 2: Sample #10 of Control after 72 hrs. of incubation.                             

Figure 3: Sample #8 of LuxS after 72 hrs. of incubation.                             
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has seen inhibition which can be seen as the trendlines for both 
the LuxS and LuxI/LuxR groups are significantly lower than 
the control group’s trendline. 

Initially, when deciding between spread plating, a com-
mon technique used to measure antibiotic effectiveness, and 
4-quadrant streaking for proper biofilm yield, we concluded 
with 4-quadrant streaking because we considered not only 
the distribution of the bacteria but also the distribution of the 
compound. spread plating considers antibiotic effectiveness 
based on the diameter of the zone of inhibition. As AIAs are 
not like commonly tested antibiotics, there is no existing re-
search on pre-established diameters for zones of inhibition. 
Additionally, the AIA solutions would not fully dissolve after 
dilution, so it would have been difficult to disperse the undis-
solved compounds evenly across a Petri dish as done in spread 
plating. In contrast, the spreading is limited to only the 3rd and 
4th quadrants in 4-quadrant streaking, which was our meth-
od of biofilm growth. From this experiment, we identified the 
quorum sensing system of E. coli that is most susceptible to in-
hibition: LuxI/LuxR. This result can be observed in the Time 
Kill Assay (Figure 5) as the trendline for the biofilm count for 
the LuxI/LuxR group has the lowest slope meaning that it was 
the group with the greatest amount of inhibition.

Potential Errors and Growth:
Our experiment may have been prone to potential errors. 

First, some biofilms were not separate but rather one big chunk 
of overlapping biofilms, making it difficult to separate for 
some. For instance, one chunk may have been three biofilms 
combined as one but could have been considered 2 or 4 bio-
films in the counting process, which is not the most accurate. 

Another error would be the cooling time of the inoculation 
loops. The 5-minute cooling period for the 4-quadrant streak-
ing method was used for the control group. Still, the cooling 
period was shortened to approximately 3 to 4 minutes for the 
experimental groups to increase work efficiency. This may have 
resulted in some bacteria not being killed by the heat, meaning 
there could have been a greater parent population size for the 
experimental groups relative to that of the control group. 

Additionally, we can observe from Figures 2, 3, and 4 that 
the biofilms of the LuxI/LuxR sample are smaller than those 
of the control and LuxS samples, which showed that the par-
tial inhibition of quorum sensing from inhibiting one of the 
two quorum sensing systems led to the breakdown of more 
extensive biofilms to smaller biofilms some of which may not 
have been visible to the naked eye. As the visible larger bio-
films were counted, the smaller biofilms were not, which could 
be made more accurate using microscopy techniques in the 
future. Although our data were statistically significant, future 
studies should have more data samples, high-end microscopy 
techniques, and tests for a larger representation and greater ac-
curacy in counting biofilms to answer the research question 
better. 
�   Conclusion 
Previous research not only for E. coli but also for infectious 

bacteria has tested the efficacy of certain antibiotics of the pop-
ular Pseudomonas aeruginosa model.¹ The lack of research in 
clinical bacteria such as E. coli prompted us to identify autoin-

�   Results and Discussion 
Data Significance Validation:
To understand if our results are significant, we conducted an 

ANOVA test for which we received a p-value of 0.000053, as 
shown in Table 1, which is significant when p is less than 0.05. 
To further verify the significance of our results, we conducted 
Tukey’s HSD, shown in Table 2, which compared all possible 
combinations of pairs of the three groups. The result was once 
again p values of less than 0.05 which are shown to the imme-
diate right of the Q values in blue. Once again, our data has 
shown to be statistically significant at p less than 0.05. 

Data Interpretation:
As our results were significant, we interpreted our data by 

generating a Time Kill Assay (Figure 5), which shows the av-
erages of the biofilm counts of all ten samples for each group 
in 24-hour intervals along with their lines of best-fit or trend-
lines. The number of biofilms was not referred to as CFUs as 
we did not count for the number of cells in total but instead 
for the number of isolated colonies. Once again, it is important 
to note that the Time Kill Assay measures biofilm inhibition 
rather than the killing of bacteria. Furthermore, the counted 
number of biofilms is equivalent to the number of isolated col-
onies visible in the 3rd and 4th quadrants of the Petri dishes. 
Distinctive biofilm - multiple isolated colonies - growth in 
the 1st and 2nd quadrants of the Petri dishes would lead to 
discarding the Petri dishes. As shown in Figure 5, the overall 
virulence of E. coli has decreased as the biofilm concentration 

Figure 4: Sample #10 of LuxI/LuxR after 72 hrs. of incubation.                             

Figure 5: The Time Kill Assay of E. coli K12 biofilm count over 24-hour 
intervals (0, 24, 48, and 72) of the average number of biofilms for the groups 
of control, LuxS, and LuxI/LuxR shows that the LuxI/LuxR quorum sensing 
system is more susceptible to inhibition than the LuxS quorum sensing 
system of E. coli K12.                             
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ducer analogs that would inhibit the growth of E. coli. Addi-
tionally, there needed to be more research on identifying the 
sensitivity of the quorum sensing systems to inhibitors. As we 
were looking forward to researching non-antibiotic methods 
of inhibiting biofilm growth, we decided to conduct this spe-
cific experiment to discover the quorum sensing system of E. 
coli most susceptible to inhibiting biofilm growth. 

Our experiment showed that inhibiting the LuxI/LuxR 
system led to the greatest decrease in biofilm count. As the 
autoinducer analogs were specific inhibitors of their quorum 
sensing pathways, we concluded that the LuxI/LuxR pathway 
is more susceptible to inhibition than the LuxS pathway.

This experiment is crucial for pharmaceutical companies 
developing antibiotics to inhibit biofilm growth. Our exper-
iment solidifies the concept that autoinducer analogs may be 
the future of non-antibiotic approaches to inhibition of E. coli 
and such bacteria, thereby saving millions of dollars in the 
drug development process. Identification of the LuxI/LuxR 
quorum sensing system as more susceptible to inhibition than 
the LuxS quorum sensing system forecasts for the develop-
ment of compounds targeted towards the LuxI/LuxR quorum 
sensing system for greater efficacy against E. coli, thereby low-
ering nosocomial infections and encouraging similar research 
for other infectious bacteria. 
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ABSTRACT: Through biomimetics, numerous contraptions and inventions inspired by nature and its processes have 
revolutionized the world. A quick pan around any room will reveal an abundance of cylindrical tubes or rods. Whether it is used 
in construction equipment or holding up large, heavy structures, the sheer quantity of the cylindrical tube begs for improvement. 
Nature's cylindrical tube is the bamboo plant. Bamboo plants are durable and have extreme structural and tensile strength. The 
source of the bamboo's strength is a diaphragm or node. Three specimen types with varying frequencies and numbers of diaphragms 
were synthesized and tested. We hypothesize that placing "diaphragms" in tubes would increase the structural strength of the 
tube as a whole. We also hypothesize that more diaphragms would increase overall structural strength. Experiment results are 
consistent with the hypothesis. There is a drastic difference in tensile and compressive strength between a tube with no diaphragm 
and one with one. However, interestingly, adding more diagrams only increases the structural strength marginally. It is likely that, 
like the bamboo plant, the perfect ratio of diaphragms is the strongest the tube could ever be. 

KEYWORDS: Materials Science; Biomimicry; Biomimetics; Bamboo; Diaphragm.

�   Introduction
Since the dawn of human civilization, humans have been 

constructing marvelous inventions and contraptions that have 
benefited our species dramatically. Though we may credit 
Leonardo DaVinci or Thomas Edison as the greatest inventors 
of all time, mother nature is the most significant inventor.¹,² 
While we may have gone from the wheel to the Metaverse 
in a couple of thousand years,³ nature has constantly evolved 
for billions of years. While humanity was in its infancy, nature 
had built up billions of years of research and development that 
natural selection coaxed out.⁴,⁵ This means scientists can look 
back into nature to determine how we could copy and use it to 
our advantage. We call this concept biomimetics.⁶,⁷

According to the Oxford Dictionary, biomimicry is the 
design and production of materials, structures, and systems 
mimicking biological entities and processes. Though we may 
not realize it, countless crucial inventions that improve our 
lives daily are the outcome of what nature inspires.⁸ During the 
1990s in Japan, Japanese scientists and engineers were looking 
to make their trains faster and more efficient. As it turned out, 
speed came with one main problem: sound.⁹ A deafening sonic 
boom was heard throughout the surrounding areas when the 
trains exited tunnels at high speeds.¹⁰-¹² Puzzled, one of the 
Japanese scientists looked to nature to find the key. As the story 
goes, while observing the Kingfisher bird hunt for fish in the 
lake, the Japanese scientist was hit with a realization.¹³ As he 
observed, the Kingfisher bird could enter the water with little 
sound not to scare its prey away. After several experiments, the 
scientist found that the beak of the Kingfisher bird allowed it 

to break the water's surface with minimal resistance. By apply-
ing the design of the Kingfisher bird’s beak onto a train, the 
Japanese scientists found that the noise was drastically lower.¹⁴ 
To this day, the bullet train glides at speeds up to 320 km/hour 
(Figure 1).¹⁵

Furthermore, in the case of military aircraft, speed is also 
an essential factor. Though the Wright Brothers have been 
up in the air hundreds of years ago, nature has been creating 
aircraft of its own.¹⁶ The B-2 Stealth Bomber is a military 
aircraft that mimics the world's fastest animal on earth: the 
Peregrine Falcon.¹⁷ Similarities are apparent when comparing 
the B-2 Stealth Bomber and the Peregrine Falcon side-by-side 
comparison. The Stealth Bomber has a similar "head" shaped 
portion near the cockpit, while its wings mirror those of a fully 
extended Peregrine Falcon (Figure 2).¹⁸

Figure 1: Using biomimicry in building and developing Japan's famous 
bullet train.                             
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Every day scientists search for new and inventive ways to 
incorporate biomimicry into our lives.¹⁹,²⁰ Like any inventor 
will say, however, the first step in solving a problem is identi-
fying that there is one in the first place. A quick scan around 
any room will reveal that rods or bars are a big part of our 
daily lives. Whether the bars holding up a table or the rods 
holding up construction workers, cylindrical shapes are a cru-
cial part of daily living.²¹,²² With such an essential role in our 
lives, it is evident that the safety of these bars is also necessary. 
We professionally describe this bar shape as a cylindrical rod. 
When manufacturing equipment, structural integrity is cru-
cial.²³ This is especially true in scenarios where the health and 
safety of people are at stake.²⁴,²⁵ With this in mind, the ques-
tion is how the cylindrical rod could be improved in terms of 
structural strength to benefit us.

The bamboo plant is the most remarkable example of a cy-
lindrical rod in nature. During the end of the second world 
war, the United States had created a bomb so powerful that 
they believed it could end the war that had claimed millions 
of lives.²⁶ Pushing closer and closer to the mainland of Ja-
pan, the United States military did not find evidence that the 
Japanese were slowing down.²⁷ With the permission of Presi-
dent Harry S. Truman, the U.S. detonated two atomic bombs 
on Hiroshima and Nagasaki.²⁸,²⁹ Though every free-standing 
structure was obliterated, bamboo groves stood proud and tall. 
Even through immense stress and pressure, the bamboo plant 
withstood it all, which is no surprise, as bamboo is flexible.³⁰ It 
possesses an outer surface that is strong and dense, but as you 
go in, the density gets lower but stays durable and enduring.³¹ 
This is why it bends well and absorbs external force. Bamboo 
is highly elastic and has a higher tensile strength than some 
alloys.³² Bamboo has higher compressive strength than many 
mixtures of concrete. For this very reason, people use bamboo 
to assist construction workers in many countries in Asia, pri-
marily Southeast Asia.³³,³⁴

With this data in mind, using biomimicry, bamboo’s struc-
tural strength could be synthesized and applied to modern 
science to create stronger, more durable materials. Bamboo 
gets its unique strength from the “nodes” placed intricately 

throughout its internal structure. These nodes are disc-
shaped. Scientists call these “diaphragms” (Figure 3). 

Based on the previous research,³⁵-³⁷ this study examined 
whether placing “diaphragms” in tubes would increase the 
structural strength of the tube as a whole. With cylindrical 
shapes so prevalent in our lives, this study contributes to the 
research and development of everything, which includes rods 
and tubes. From construction equipment to pull-up bars to 
NASA spacecraft,³⁸ the structural integrity of such objects is 
crucial to the safety of everyone around and using them. Fur-
thermore, we can save money and resources by making rods 
more structurally strong without making solid rods, which can 
lead to environmental and economic benefits.³⁹

Research Question and Hypothesis:
The research question asked is: "How could the structural 

strength of a bar be improved by synthesizing the biomimic-
ry of bamboo?" We hypothesize that placing “diaphragms” in 
tubes would increase the structural strength of the tube.⁴⁰,⁴¹ 
It was further hypothesized that more diaphragms would in-
crease overall structural strength. More specifically, a tube with 
three diaphragms would be more structurally stable than a 
tube with one diaphragm and a tube without any diaphragm. 
Furthermore, by the same logic, the tube with one diaphragm 
would be more robust than a tube without any diaphragm.
�   Methods
Study Sites:
We collected data from the experiment performed at the 

Seoul National University of Science and Technology research 
laboratory. We chose this location due to its access to the IN-
STRON tensile, compression, fatigue, impact, rheology, and 
structural testing machine (Figure 4).

Figure 3: Bamboo's external surface is hard and durable. On the outside of 
the bamboo, there is a "knuckle." This knuckle bares a striking resemblance 
to the human knuckle. On the internal surface of the bamboo, there is a disc 
called the "diaphragm." This diaphragm is a circular node located on the 
inner surface of the bamboo.                             

Figure 2: The United States military developed the Northrop Grumman 
B-2 Spirit, or the Stealth Bomber, to mimic the fastest animal in the world: 
the Peregrine Falcon.                             
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Three types of specimens were developed and tested. We 
made the body of each specimen out of a standard clear, plas-
tic, acrylic pipe (PMMA, Poly methyl methacrylate). We used 
the same material to construct the diaphragms inside each 
specimen. The three types of specimens vary in frequency 
and distance of diaphragms - Type 00, Type B1, and Type B3. 
While Type 00 is just a pipe with no diaphragm, Type B1 and 
B3 contain one and three diaphragms, respectively. All pipes 
are 250 mm in length and 20 mm in diameter. The internal 
diameter of the pipes is 16 mm across. Type 00 is an empty 
acrylic pipe 250 mm long (Figure 8). In Type B1, one singular 
diaphragm in the center equidistant from the sides is located 
precisely in the middle or 125 mm from each edge (Figure 9). 
In Type B3, there are three diaphragms. One is directly in the 
center, and two are 100 mm from the center (Figure 10). Each 
diaphragm is 16 mm in height and 8 mm in length (Figure 11). 
To reduce the effect of measurement errors on experiment re-
sults, we made five specimens for each type, thus, 15 specimens.

Experimental Design:
Using the INSTRON tensile, compression, fatigue, impact, 

rheology, and structural testing machine, a "three-point bend-
ing test" was performed.⁴²,⁴³ The "three-point bending test" is 
designed to test the structural strength of a given specimen. As 
two pillars held up the specimen, a third pillar was lowered into 
the middle, adding weight to the tube until it fractured. We re-
fer to the two pillars that held up the specimen as "supporting 
anvils" and refer to the third as the "load anvil" (Figures 5 and 
6). Using the "three-point bending test," both compressive and 
tensile stresses were measured. As the INSTRON 4467 loaded 
on weight via the "load anvil," the structural strength was re-
corded and collected (Figure 5).  

Figure 4: The INTRON 4467 machine performing the three-point 
bending test.                             

Figure 5: Inner workings of the three-point bending test.44                              

Figure 6: The load and support anvils of the INSTRON 4467 Tensile 
Testing machine are identical and contain a 'divot' in the center where we 
locate the specimen. The 'divot' is made for the specimen to fit precisely for 
the three-point bending test.                              

Figure 7: The three-point bending test shows two types of stress on the 
specimen. On the lower side of the specimen, tensile stress (σbt) occurs, 
while compressive stress (σbc) occurs on the upper side. Tensile stress is the 
stress that causes the length of the specimen to increase, while compressive 
stress is the stress that causes the length of the specimen to decrease.45                              

Figure 8: Type 00 specimen design consists of an empty acrylic plastic tube 
with no diaphragm. It is 250 mm in length and 20 mm in diameter. The 
internal diameter of the pipe is 16 mm across.                              

Figure 9: Type B1 specimen design consists of an acrylic plastic tube with 
one diaphragm. One singular diaphragm in the center equidistant from the 
sides is located precisely in the middle or 125 mm from each edge. It is 250 
mm in total length and 20 mm in diameter. The internal diameter of the 
pipe is 16 mm across.                              

Figure 10: Type B3 specimen design consists of an acrylic plastic tube with 
one diaphragms. One is directly in the center, and two are 100 mm from the 
center. It is 250 mm in total length and 20 mm in diameter. The internal 
diameter of the pipe is 16 mm across.                              
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We collected data from the testing device INSTRON 4467 
(3 tons) at pressure speeds of 2 mm per minute. The support 
span of the INSTRON 4467 is 200 mm. The lab's tempera-
ture at the time of testing was 27~29℃ (80.6~84.2℉), with a 
lab humidity of 62~64%.
�   Results and Discussion
Results:
As mentioned, five specimens were made for each type – 

TYPE 00, TYPE B1, and TYPE B3 to reduce measurement 
errors in experimental results. Since we inserted one dia-
phragm for TYPE B1 and three diaphragms for TYPE B3, 
specimens for TYPE B1 and TYPE B3 are heavier than those 
for TYPE00. We report these results in Table 2 below (column 
entitled 'weight of tube').

The INSTRON 4467 machine produced data on the max-
imum force endured by each specimen in both kg (kilograms) 
and N (newtons). We calculated the maximum tensile and 
compressive stress values to test hypotheses using this data. 
From the point where the load anvil touches each specimen, 
we could identify each specimen's maximum compressive and 
tensile stress points. The side of the load anvil is called the 
maximum compressive stress point, and the opposite side is 
called the maximum tensile stress point (in Figure 12).

The values for maximum bending moment, Mmax, were first 
needed to get the values of these stresses. To calculate Mmax, 
the following equation is used (in Figure 13).⁴⁵ We comput-
ed the maximum bending moment, Mmax, by multiplying the 
distance between the support anvil and the center of the spec-
imen (i.e., the half of the support span), or L/2, and load, the
pressure of load anvil (P). Since each half of the specimen ex-
periences half of the load (= P/2), Mmax = P/2*L/2 = P*L/4. 
The bottom panel of Figure 13 graphically shows how P and 
L are defined.

Then, as shown in Figure 14, both maximum tensile and 
compressive stresses are computed by multiplying the maxi-
mum bending moment (Mmax) and the coordinate from the 
center of the specimen (y) divided by the moment of inertia 
(Ix). Since all specimens are identical in length and location in 
the testing machine, by experimental design, y should be the 
same for all types of specimens. While the value of Ix should 
be different theoretically for each type due to the existence and 
frequency of diaphragms, the difference in Ix between types 
is statistically insignificant in this experiment, potentially due 
to the nature of the material for specimens (i.e., plastic). In 
addition, the difference is too small to be detected by the test-
ing machine. Thus, we assume that those values are the same 
for all types. Therefore, according to the equation below, since 
the coordinate from the center of the specimen (y) and the 
moment of inertia (Ix) remain the same for all the types, as 
the maximum bending moment (Mmax), the numerator of the 
equation increases, the maximum tensile (σbt) and compressive 
stresses (σbc) increase.

Figure 14 shows how to calculate the moment of inertia 
(Ix) based on the formula.⁴⁵ As explained, the outside diam-
eter of the specimen is 20mm, and the inside diameter of the 
specimen is 16mm. Pi is simplified to be 3.14. Plugging these 
numbers in the equation, the value of inertia (Ix) is 4,636.91 
throughout all specimens in the experiment. We used this 
value when calculating the maximum tensile (σbt) and com-
pressive stresses (σbc). 

Table 1 below shows how to calculate the maximum bending 
moment and maximum tensile and compressive stresses based 
on results obtained from the experiment for the TYPE 00 - 
specimen without a diaphragm. For the value, P, also known as 
the maximum load, the average maximum load of all five Type 
00 specimens is used in the units Newton (= the absolute unit 

Figure 11: Each diaphragm is 16 mm in height and 8 mm in length..                              

Figure 12: The fracture point on the lower side of the specimen is called 
the maximum tensile stress point. The point where the load anvil weighs on 
the specimen is called the maximum compressive stress point.                              

Figure 13: Equation to calculate maximum bending moment, Mmax45.                              

Figure 14: We show the equation to calculate the maximum tensile and 
compressive stresses on the top.⁴⁹ While both maximum tensile (σbt) and 
compressive stresses (σbc) have the same magnitude, their signs are opposite 
- the maximum tensile stress (σbt) has a positive value, and the compressive 
stress (σbc) has a negative value. Finally, we show the formula to calculate the 
moment of inertia (Ix) used in computing maximum tensile and compressive 
stresses on the bottom.                              
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of force in the International System of Units), which is 683.2 
L (= support span), y (= the coordinate from the center of the 
specimen), and Ix (= the moment of inertia), remain the same 
for all the types. In this example, we plugged 200.0 for L, 10.0 
for y, and 4,636.9 for Ix, respectively, in the equations to com-
pute the maximum bending moment and maximum tensile 
and compressive stresses. After computations, 34,160.0 N.mm 
and 73.7 MPa were obtained for maximum bending moment 
and maximum tensile and compressive stresses, respectively, for 
Type 00 (specimen without a diaphragm).

In the same way, we computed the values for the maxi-
mum bending moment and maximum tensile and compressive 
stresses of all types of specimens. As explained, since support 
span (= L), the coordinate from the center of the specimen (= 
y), and the moment of inertia (= Ix) are constant for all types, P 
(maximum load) determines the values of maximum bending 
moment and maximum tensile and compressive stresses. For 
Type B1, the testing machine generated the value of 908.5 N, 
on average, for P (= maximum load). For Type B3, the value of 
P is 923.5 N. Table 2 summarizes all the results based on the 
above equations.

Results in Table 2 show that the average maximum load for 
TYPE 00 is 69.7kg or 683.2 N (Newton). Consistent with the 
hypothesis, the results show that the average maximum load 
for TYPE B1 is much higher than that for TYPE 00. Since the 
maximum load is the most critical determinant of both maxi-
mum bending moment and maximum tensile and compressive 
stresses, and the higher maximum load indicates structural 

strength, these results support the hypothesis. Specifically, the 
average maximum load based on five specimens of TYPE B1 
is 92.6kg, which increases by 32.9% (= (92.6 – 69.7)/69.7, or 
908.5 N, which increases by 33% (= (908.5 - 683.2)/683.2), 
compared to TYPE 00. This increase of approximately 33% in 
the average maximum load appears meaningful. Furthermore, 
the average maximum load for TYPE B3 is 94.2 kg or 923.5 N, 
which is higher than those for both TYPE 00 and TYPE B1. 
However, the increase in the average maximum load for TYPE 
B3, relative to TYPE B1, seems to be marginal, considering 
that TYPE B3 has three diaphragms while TYPE B1 has only 
one diaphragm.

More importantly, we found similar results when comparing 
maximum bending moment (Mmax) and maximum tensile and 
compressive stresses (σmax(MPa)) among specimens of three 
types. Specifically, maximum tensile and compressive stresses 
(σmax(MPa)) for TYPE B1 increase by 33% relative to TYPE 
00. Maximum tensile and compressive stresses ((σmax(M-
Pa)) for TYPE B3 are increased by 35.2% relative to TYPE 
00. Again, the difference in maximum tensile and compres-
sive stresses ((σmax(MPa)) between TYPE B1 and TYPE B3 
do not appear significant. Inferences based on the maximum 
bending moment (Mmax) are similar.

The fracture points for each type of specimen were also 
examined since this examination may corroborate inferences 
from Table 2. Figure 15 contains photos of the fracture points 
for each type. It becomes apparent that the fracture in the 
specimen of TYPE 00 is the most severe (on the left side of 
Figure 15). On the contrary, the fractures of both TYPE B1 
and TYPE B3 are not as severe (on the middle and the right 
sides of Figure 15).

�   Discussion
Interestingly, there is no significant improvement in struc-

tural integrity from one diaphragm to three diaphragms. We 
like to explore why this is the case further. Structural integ-
rity should increase with more diaphragms, but the marginal 
increases from adding more diaphragms may decrease. One 
plausible reason for these results may be the length of the 
specimen. Due to the size of the INSTRON 4467 Tensile 
Tester device, the maximum length of each specimen was 250 
mm. In the future, we would like to test the effect of length 

Table 1: Example calculating maximum bending moment and maximum 
tensile and compressive stresses for TYPE 00.

Table 2: Data to calculate the values of all types' maximum bending 
moment and maximum tensile and compressive stresses.

Figure 15: The fracture points for each type are different. The fracture in 
TYPE 00 is the most severe. On the contrary, the fractures of both TYPE 
B1 and TYPE B3 are not as severe.
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on each specimen variation's tensile strength and durabili-
ty. Increasing the length proportionately to the number of 
diaphragms in a specimen would generate more consistent 
results with the hypothesis - more diaphragms increase the 
structural strength proportionately. Looking back into nature, 
we see that bamboo follows a similar pattern. As it grows, 
bamboo stays consistent with the length between each di-
aphragm. Mimicking nature in that way may yield a more 
favorable outcome toward the hypothesis. At the same time, 
these results provide intriguing implications - simply adding 
more diaphragms does not significantly improve the struc-
tural strength. 

Considering the cost of diaphragms, finding an optimal 
number of diaphragms in the given length is essential. To 
address this, we plan to design and develop fourth and fifth 
types of specimens, namely Type B4 and Type B5. Type B4 
has four diaphragms with an even spread of diaphragms in 
a tube. Type B5 contains five diaphragms, and in this type, 
we will add two more diaphragms to the end of each side of 
Type B3 (specimen with three diaphragms). Testing hypoth-
eses with these new types of specimens will shed more light 
on this research question.

We made each specimen out of acrylic plastic tubing due 
to the budget and manufacturing difficulties when this proj-
ect started. In the future, we also like to test metal's tensile 
strength and structural integrity instead of plastic. Since we 
make most cylindrical tubes used in real life out of metal, 
these results would yield a more valuable diagnosis of the ef-
fect of diaphragms. Testing whether what we found with the 
plastic tubes is also applied to metal would be very intriguing. 
Considering that metal is already strong, it is also possible 
that the results - more diaphragms improve the strength of 
plastic tubes - may not exist with metal.

To mimic bamboo more closely, we also like to create more 
similar diaphragms to the ones in real life. For example, when 
splitting bamboo down the middle, one can observe that the 
diaphragms of bamboo are not entirely straight and perpen-
dicular to the cylindrical tube. In the future, we would like 
to design a specimen that more closely mimics the angle 
and shape of natural bamboo (Figure 3). In addition, on the 
outside of the bamboo plant, there is a "knuckle": a thicker 
portion of the plant in the diaphragms' external surface. We 
also want to mimic this knuckle and test how much strength 
this knuckle can provide with diaphragms combined.

We also need to test whether a rod with diaphragms is 
more robust (or equally strong) than a solid rod to compare 
the tensile strength of specimens used in this project with 
that of a solid rod. Again, this test could have substantial re-
al-world implications. For example, we can make rods with 
less material but more or similar structural strength. In that 
case, they will require less money and resources, leading to 
positive economic and environmental outcomes.
�   Conclusion
This paper used biomimicry to improve the cylindrical 

rod's structural strength. While we can see many solid cylin-
drical rods in real life, there are also many tube-type, empty 
cylindrical rods. If we can make tube-type cylindrical rods 

as strong as solid ones, we can reduce the material costs to 
make solid cylindrical rods. Considering a recent supply 
chain disruption in many natural resources due to Covid-19, 
this research is critical and can significantly contribute to the 
economy and society. In addition, by reducing materials to 
make products of cylindrical rods, this research can also sig-
nificantly contribute to protecting our environment.

Natural characteristics of bamboo are adopted to make 
empty cylindrical rods stronger. Bamboo is robust due to its 
diaphragms. Thus, we are interested in how much adding di-
aphragms can increase the structural strength of empty tubes. 
Therefore, we hypothesized that a tube with one diaphragm 
would be more robust than that without one. We also hy-
pothesized that the more diaphragms a tube has, the greater 
its structural strength is. To test this hypothesis, we made 
three plastic tube types – a tube without a diaphragm, a tube 
with one diaphragm, and a tube with three diaphragms and 
five specimens for each type.

Consistent with the hypothesis, experiment results show 
that adding diaphragms to an empty tube does improve the 
structural integrity and tensile strength of a cylindrical tube. 
However, interestingly, there are non-significant changes 
in structural integrity between three diaphragms and one 
diaphragm. Specifically, both TYPE B1 (i.e., a tube with 
one diaphragm) and TYPE B3 (i.e., a tube with three dia-
phragms) are more robust than TYPE 00 (i.e., a tube without 
a diaphragm). However, when comparing TYPE B1 and 
TYPE B3, the difference is insignificant, based on average 
maximum load and maximum tensile and compressive stress-
es. While the average maximum load for TYPE B3 is higher 
than that for TYPE B1, the increase is only 1.7% (= (94.2-
92.6)/92.6). These results suggest a possibility that there is an 
optimal number or ratio of diaphragms in the given length to 
maximize the structural strength.
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ABSTRACT: Due to groundwater contamination and runoff from certain mining operations, populations are exposed to 
detrimental levels of arsenic daily. The effects of arsenic exposure on the human epigenome are extensive, and some are still 
unknown. It can alter DNA methylation, inhibiting specific tumor suppressor genes and increasing the risk of neoplasia. This 
can be drawn back to certain crucial factors of DNA methylation, such as CpG Binding Proteins or DNA Methyl-transferases, 
all of which have shown linkage to carcinogenesis. Arsenic can also cause an overproduction of free radicals and a reduction of 
antioxidant production, causing oxidative stress. Lastly, it has also been associated with specific chromosomal abnormalities. All of 
these factors, which will be discussed in further detail, have been shown to contribute to the progression of cancer. 
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�   Introduction
Arsenic is a naturally occurring and extensively distribut-

ed element found in the earth’s crust. It comes in a multitude 
of forms, some of them being organic (Arsenite (AsIII) and 
Arsenate (AsV)) and others being inorganic (Dimethylarsinic 
acid (DMA) and Monomethylarsonic acid (MMA)).¹ Organic 
arsenic is metabolized by being absorbed into the bloodstream 
and reduced from Arsenate to Arsenite, which then allows 
for its methylation and detoxification.² In its inorganic form, 
however, arsenic can be extremely harmful to the human body, 
causing the development of skin lesions, cardiovascular dis-
eases, and cancer.³ The health defects of chronic exposure to 
arsenic are relatively well-known. What is little known about 
Arsenic, however, is its prevalence in our daily lives. It is said 
that the average daily dietary intake of Arsenic through food 
ingestion in adults is 40 micrograms.⁴ This is in addition to 
levels of arsenic found in drinking water, which in some ar-
eas of the United States exceeds the maximum contaminant 
level of 10 μg/L.⁵ It is worth noting that certain populations 
are more susceptible to arsenic exposure than others, namely, 
lesser-developed countries that rely on mining and other in-
dustrial processes to fuel their economies. Mining has served 
as a significant economic resource and has allowed numerous 
countries to prosper. It provides many employment opportu-
nities and will enable countries that were once economically 
stagnant to flourish. However, some of its environmental ef-
fects must be addressed due to its pervasiveness. Acid Mine 
Drainage (AMD) is the process of newly exposed iron sulfides 
oxidizing to create sulfuric acid, a corrosive acid capable of 
weathering nearby rocks and leaching toxic metals into riv-
ers and streams.⁶ Certain populations, having no choice but 
to drink this contaminated water and not being given enough 
information by the government to deem the water undrinkable, 
may be at risk of developing diseases associated with increased 
arsenic exposure. The International Agency for Research on 

Cancer (IARC) has identified arsenic and arsenic compounds 
as carcinogens. This is also applicable to when arsenic is in-
gested through drinking water, where it has been known to 
cause cancers of the bladder and lungs.⁷ However, in studies 
regarding the carcinogenicity of arsenic, there have been a few 
uncertainties about whether arsenic in itself is a carcinogen 
or whether it works synergistically with other carcinogens. 
Furthermore, in studies involving laboratory animals, where 
arsenic is administered as a single agent, it has generally been 
found to be nongenotoxic. In a study conducted by Xie et al., 
both organic and inorganic forms of arsenic were administered 
to mice for a 17-week period. After the initial 4 weeks of ad-
ministering arsenic, phorbol 12-myristate 13-acetate (TPA), 
a tumor promoter, was given to the mice. At the end of the 
17-week period, global hypomethylation (contributor to car-
cinogenesis) was found in the mice for all forms of arsenic.⁸ 
Therefore, research in animal models does not demonstrate the 
carcinogenicity of arsenic as a single agent but rather its ability 
to serve as a co-carcinogen along with other carcinogenic en-
vironmental factors.⁹

One such population that suffers from frequent exposure to 
carcinogenic environmental factors is that of Mongolia¹⁰; Min-
ing accounts for 20-30% of Mongolia’s national GDP and 90% 
of its annual exports.¹¹ Mongolia places great importance on 
its mining activities but fails to recognize its effect on the wel-
fare of its people. Mongolia has the highest incidence rate for 
stomach cancer in the whole world.¹² Bangladesh, a country 
infamous for its “Arsenic Incident” of 1993, discovered arsenic 
in their tube wells, the primary source of drinking water for 
rural populations.¹³ Bangladesh is ranked second worldwide 
for Mouth and Oral Cancer incidence rates.¹² It is essential 
to note that mining is not the sole contributor to arsenic in 
drinking water. Even countries that don’t depend on mining, 
such as the United States, have unhealthy levels of arsenic in 
their groundwater.¹⁴ Therefore, this is not only a local phe-
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nomenon but a global one. Cancer is said to be the product 
of multistage developments and changes in gene expression.¹⁵ 
This paper aims to identify such developments and how arse-
nic contributes to their progression. Exposure to arsenic and 
other toxic metals through mining operations and ground-
water contamination increases susceptibility and mortality to 
certain forms of cancer.
�   Discussions
Epigenetics:
The term “epigenetics” was introduced in 1942 by embry-

ologist Conrad Waddington, who related the term to the 
17th-century concept of “epigenesis” since it was known to 
show the developmental processes connecting one’s genotype 
to their phenotype.¹⁶ Since then, the definition of epigenetics 
has evolved into the study of how behavioral and environ-
mental factors can affect genetic processes. These changes, 
although reversible, are extremely prominent and can go so far 
as to turn genes “on” or “off,” either stimulating or inhibiting 
genetic functionality.¹⁷ There are different forms of epigenetic 
alteration, including DNA methylation, histone modification, 
and non-coding RNA. DNA Methylation, the most extensive-
ly discussed form in this paper, involves methyl groups being 
added to genes in order to repress their activity. When gene ex-
pression is suppressed too much or, in some cases, not enough, 
it can greatly change regular gene development and can lead 
to unwanted processes. It is important to note, however, that 
not all methylation leads to gene silencing. When taking place 
in locations outside promoter regions, methylation does not 
necessarily lead to gene silencing and may not impact gene 
expression as extensively.¹⁸ Another form of epigenetic alter-
ation is histone modification, which involves the attachment 
of chemical groups to histone proteins, making them more 
closely packed together. This hinders the ability of other pro-
teins to “read” the genes and assist in their development. Lastly, 
there is a form of epigenetic alteration that takes place using 
non-coding RNA. While the main role of non-coding RNA is 
to break down coding RNA to stop the production of certain 
proteins, it can also recruit proteins to modify histones, again 
rendering certain genes defective.¹⁷

DNA Methylation and Cancer:
DNA methylation plays an important role in regulat-

ing genes that control cell proliferation, differentiation, and 
overall development. These alterations can be passed down 
to daughter cells during DNA replication.¹⁹ DNA promoter 
hyper-methylation has been linked to the loss of tumor sup-
pressor gene expression, specifically the production of the p53 
gene. An article by Esteller et al. covers a study regarding the 
prevalence of DNA hyper-methylation in lung cancer patients. 
The study tested 22 non-small cell lung cancer patients for 
aberrant methylation in a couple of tumor suppressor/detox-
ification genes. 68% of the patients presented with signs of 
hyper-methylation in all tumor stages. Genes such as tumor 
protein p53 and p16 genes have been proven fundamental 
to neoplasm prevention, but all are affected by hyper-meth-
ylation.²⁰ Another study by Kroeger et al. observes DNA 
hyper-methylation in the progression of acute myeloid leuke-
mia (AML). A genome-wide screening was conducted 

to reveal the methylated CpG sites in AML patients. 23% to 
83% of patients with AML showed signs of abnormal meth-
ylation at diagnosis, and 47% to 93% of patients with AML 
showed signs of abnormal methylation at relapse. To assess 
the correlation between the hyper-methylated genes and can-
cer progression, a total of 9 genes were tested in a group of 
AML patients for abnormal methylation. It was found that 
all patients had at least 1 of the 9 genes methylated at diag-
nosis and at least 2 of the 9 genes methylated during relapse. 
In addition, many of the methylated genes played crucial roles 
in tumor suppression, such as the p15 gene and the CDH13 
gene. During AML relapse, a 15% increase in the number of 
p15 genes methylated was shown. This shows a positive cor-
relation between the hyper-methylation of tumor-suppressor 
genes and cancer progression.²¹

Another topic related to genetic alteration and DNA 
methylation is hypo-methylation. There have been studies 
associating hypo-methylation with oncogenic transformation. 
One such study is that of Good et al. In the study, patients 
with Triple-negative breast cancer (TNBC) were said to have 
an over-expression of TET1 DNA demethylase, along with 
hypo-methylation of up to 10% of CpG sites. Through fur-
ther study of breast and ovarian cancers, scientists have found a 
connection between TET1 and hypo-methylation and the ac-
tivation of cancer-specific oncogenic pathways such as PI3K, 
EGFR, and PDGF. 

Furthermore, after a CRISPR-mediated removal of TET1, 
there was a significant decrease in the usage of oncogen-
ic pathways and a substantial increase in immune response 
genes. This suggests a dependence of cancer cell prolifera-
tion on TET1 over-expression.²² Another correlation worth 
considering is that of hypo-methylation and tumorigenesis. 
Though it is clear that neoplasm formation is strongly asso-
ciated with hypo-methylation, the underlying mechanism is 
still not understood. Some studies, such as that of Tongelen 
et al., relate tumorigenesis to the activation of “cancer germ-
line genes,” which are genes of the germ-line that utilize DNA 
methylation as a method of repression. When affected by hy-
po-methylation, these genes can stimulate oncogenic pathways 
and catalyze processes such as cell proliferation, angiogenesis 
(blood cell formation), and metastasis (malignant growths at 
a distance from the primary site of cancer).²³ Lastly, there are 
studies connecting hypo-methylation of the LINE-1 repeti-
tive element to tumorigenesis, such as that of Ehrlich.²⁴ The 
LINE-1 repeat promoter has the main function of mediating 
tumor suppressor deletion. When this gene is methylated, this 
function is inhibited, and tumor suppressor genes can perform 
their respective functions. However, when the LINE-1 pro-
moter is hypo-methylated, there is a more rapid and frequent 
deletion of tumor suppressor genes, which can lead to onco-
genic formation. The hypo-methylation of LINE-1 affects 
the human genome depending on the condition. For example, 
LINE-1 hypo-methylation significantly affects lymph node 
involvement in prostate adenocarcinomas. Another instance is 
hepatocellular carcinoma, which shows the hypo-methylation 
of repetitive sequences (such as LINE-1) in relation to the re-
occurrence of the disease.
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CDH1, which can lead to pituitary adenoma.²⁹ Furthermore, 
mutations in DNMT3A can cause DNA hypo-methylation 
through DNMT3A R882 mutation and can potentially lead 
to acute myeloid leukemia.³⁰ The process through which hy-
per-methylation can occur evolves around densely packed 
CpG dinucleotides known as CpG islands. CpG islands, in 
the normal methylation process, are usually un-methylated, 
while dispersed CpG sites are hyper-methylated. When CpG 
islands, especially those in tumor suppressor genes, are hy-
per-methylated, it can silence the tumor suppressor gene and 
lead to neoplasm formation.³¹ The carcinogenicity of DNA 
methyl-transferase over-expression was further proven using 
animal models. Belinsky et al. used a mouse model to observe 
the role of DNMT1 in tumor formation. It was found that the 
reduction of DNMT1 correlated with the reduction of inci-
dence rates for lung cancer.³² However, though the correlation 
between DNMTs and cancer is undeniable, there is a certain 
contradiction. Husni et al. found that the lack of DNMT3A 
can facilitate tumorigenesis.³³ Various other studies have ver-
ified that DNMT3A deficiency can promote tumor growth 
and cause overall genomic instability. This calls to question 
whether DNMT3A is an oncogene or a tumor suppressor gene. 
In some cases, depending on the cancer type, stage, and oth-
er factors, DNMT3A and other proteins might be considered 
oncogenes, whereas, in others, they might be considered tumor 
suppressors. Furthermore, scientists have yet to discover if the 
other DNA methyltransferases abide by this paradox.³⁴

Arsenic and Epigenetic Changes:
Arsenic has been known to cause changes in DNA methyl-

ation, possibly hyper or hypo-methylating certain genes. This 
is shown in a study conducted by Intrasunanont et al., which 
shows the in utero effects of chronic arsenic exposure in new-
born babies.³⁵ The study involved fifty-five newborn babies 
exposed to levels of arsenic and sixteen newborns that have 
not been exposed to arsenic. An in vitro study was conducted 
as well. Results showed increased levels of arsenic in the cord 
blood, hair, fingernails, and toenails in the newborn exposed to 
arsenic, as well as an increase in promoter methylation of p53. 
(hyper-methylation) In the in vitro study, there was a global 
hypomethylation, showing reductions in repetitive elements 
such as LINE-1, as well as p53 hypermethylation once again. 
This shows that in utero exposure to arsenic could make cer-
tain people more susceptible to carcinogenesis. Another study 
conducted by Enith Nava-Rivera et al., discusses the transgen-
erational effects of arsenic exposure in rats.³⁶ A group of rats 
were chronically exposed to arsenic, and four generations of 
their offspring were observed. Results showed declining lev-
els of concentration, motility, vitality, and morphology in the 
generations. Exposure to arsenic caused genotoxic damage, 
aberrant methylation patterns, and an overall decrease in the 
quality of the sperm. This shows that the epigenetic alterations 
caused by arsenic not only affect those exposed but also fu-
ture generations. Chronic arsenic exposure negatively affects 
the quality of life and endangers future generations, possibly 
increasing their susceptibility to certain forms of cancer.

Epigenetic Machinery:
There are other facets to DNA methylation to be considered, 

such as methyl CpG binding proteins, that can potentially lead 
to cancer. Methyl CpG binding proteins (MBPs) recognize 
the CpG sites during DNA methylation. Therefore, they play a 
major role in identifying where to attach methyl groups. There 
are three categories into which methyl CpG binding proteins 
are divided: MBD-containing proteins, methyl-CpG bind-
ing zinc fingers, and the SRA domain-containing proteins.²⁵ 
The first category, MBD-containing proteins, is further di-
vided into three subdivisions: histone methyl-transferases 
(HMT_MBD), the MeCP2_MBD proteins, and histone 
acetyltransferases(HAT_MBD). However, not all members 
of this group interact directly with CpG sites. HMT_MBD, 
which has been shown to interact with CpG sites, contains two 
categories: SETDB1 and SETDB2, affecting chromosomes 1 
and 13, respectively. SETDB1, on its own, has not been proven 
to cause cancer but has been associated with proteins that play 
a significant role in neoplasia. For example, its association with 
DNMT3A has been proven to repress the p53 gene in breast 
and ovarian cancer cell lines. SETDB1 has also been proven 
to interact with the protein MCAF1. Along with MBD1 (an-
other transcriptional repressor), SETDB1 and MCAF1 form a 
complex(SETDB1:MCAF1:MBD1). This complex has been 
shown to result in heterochromatin formation and gene repres-
sion.²⁶ Although the evidence linking SETDB2 and cancer is 
limited compared to that of SETDB1, there is evidence asso-
ciating SETDB2 with a 1-Mb deletion on chromosome 13q, 
which is related to the progression of lymphocytic leukemia.²⁶ 
Another study by Yang et al. observes the over-expression of 
the CXXC zinc finger protein 1 (CFP1) in ovarian cancer tis-
sues and cells. To ascertain the role of CFP1 in ovarian cancer 
progression, immunohistochemistry was performed on ovarian 
cancer tissues. A strong CFP1 signal was found in 125 samples; 
of those, over 30% showed a moderately strong signal, and just 
over 5% showed a powerful signal. Therefore, the overexpres-
sion of CFP1, a CpG-binding protein, can negatively affect 
DNA methylation, potentially leading to cancer. This evidence 
is only amplified when considering the high expression of 
CFP1 in endometroid carcinoma and serous cystadenoma.²⁷

There is also the catalyst of DNA methylation, DNA meth-
yl-transferases (DNMTs) to consider. It is no doubt that when 
considering the consequences of methylation, DNMTs should 
be analyzed as well. The methyl-transferase family generally 
has five members: DNMT1, DNMT2, DNMT3A, DNMT3B, 
and DNMT3L. DNMT1 is a maintenance methyl-transferase, 
identifying a hemimethylated site and establishing the meth-
ylation pattern for the de novo methyl-transferases. DNMT3A 
and DNMT3B focus on un-methylated CpG sites, predom-
inantly active in embryonic stem cells.²⁸ Since exposure to 
arsenic has well-established effects on DNA methylation, it 
is highly plausible that it affects the expression or activity of 
DNA methyltransferases. Over-expression of these meth-
yl-transferases can cause the methylation of CpG sites within 
tumor suppressor genes, which represses their activity and 
can cause tumorigenesis. For example, the over-expression of 
DNMT1 can silence tumor suppressor genes p16, CDH13, and 
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Free Radical Production and Oxidative Stress:
Exposure to arsenic has been linked to the increased pro-

duction of free radicals derived from the superoxide radical 
and reactive oxygen species (ROS).³⁷ Free radicals are un-
paired electrons that, under certain circumstances, can cause 
cell damage and oxidative stress. Reactive oxygen species are 
those that contain oxygen, which easily reacts with other 
molecules.³⁸ In addition to this, arsenic has also been associ-
ated with the depletion of glutathione and other antioxidants 
responsible for regulating free radicals.³⁹ Therefore, the com-
bination of increased free radicals and decreased antioxidants 
causes oxidative stress. Oxidative stress has many negative 
consequences, the majority of which encompass the inability 
of free radicals to perform their usual functions of defending 
the body against pathogens. This can cause atherosclerosis, 
diabetes, hypertension, and even cancer.⁴⁰ More specifically, 
ROS has been known to cause DNA strand breaks and dam-
age to nucleotides. Many studies have shown significant DNA 
oxidation in cancer tissues leading to malignant progression 
in breast cancer and hepatocellular carcinoma. ROS can also 
modify regulatory proteins and enzymes in non-cancerous 
cells, causing carcinogenesis. Furthermore, carcinogenesis, 
through a study regarding colorectal cancer, has been linked 
with lipid peroxidation. This was found through thiobarbituric 
acid-reactive substances in the colorectal cancer patient, which 
are by-products of lipid peroxidation. This process generates 
many genotoxic molecules and can alter cellular membrane 
structure, affecting membrane permeability and recognition by 
the immune system.⁴¹ Although the correlation between free 
radicals and cancer is widely unrefuted, some studies link free 
radical usage to chemotherapeutics, providing a contradictory 
function to the free radicals. It is well acknowledged that the 
overproduction of ROS can cause genetic alterations, but these 
alterations can be lethal to cancer cells. Therefore, ROS has 
a dual role in both initiating and suppressing carcinogenesis. 
This is shown through evidence that ROS participates both 
in the Ras-Raf-MEK1/2-ERK1/2 oncogenic pathway and in 
the p38 MAPK tumor-suppressing pathways. So, depending 
on the cell type, ROS function may vary. ⁴²

Chromosomal Aberrations:
Exposure to arsenic and arsenic compounds has been found 

to cause chromosomal aberrations. In a study by Beckman et 
al., short-cultured lymphocytes of nine workers exposed to 
arsenic at the Rönnskär smeltery in northern Sweden were ob-
served. Eighty-seven aberrations were found in 819 mitoses.⁴³ 
Despite the numerous developmental problems associated 
with chromosomal aberrations, it has also been linked to can-
cer. Two predominant factors of cancer cells are aneuploidy (an 
abnormal number of chromosomes) and structural reorgani-
zation of the chromosomes. Aneuploidy has been identified 
in most tumor cases and half of all leukemia and lymphoma 
cases. Its underlying cause is an erosion of mitotic fidelity, a 
condition called chromosomal instability (CIN). This pro-
duces alarmingly high losses and gains of chromosomes. Both 
aneuploidy and CIN have been associated with poor patient 
prognosis and resistance to chemotherapeutics.⁴⁴ There have 
also been studies, such as that of Moore et al., that have con-

nected arsenic exposure and chromosomal alterations. This 
connection was determined by examining 123 patients in Ar-
gentina and Chile exposed to arsenic. In general, chromosomal 
abnormalities were higher in those exposed to arsenic. The de-
letion of chromosome 17p was the most predominant result 
of the exposure. This study also found an association between 
these chromosomal alterations and tumorigenesis. The mean 
number of chromosomal changes increased along with the 
tumor age and grade, showing a positive correlation between 
tumor progression and chromosomal abnormalities.⁴⁵
�   Conclusion
In conclusion, exposure to arsenic can cause a multitude of 

physiological difficulties and could potentially lead to cancer. 
Through its effect on DNA methylation, chromosomes, and 
ROS-mediated oxidative stress, arsenic can permanently alter 
the human genome. This affects not only those exposed to 
arsenic but also their offspring. There are, however, ways to 
remedy this widespread phenomenon. In areas with arsenic 
in groundwater, populations can use low-arsenic water sourc-
es such as purified surface water or rainwater. Testing water 
for arsenic is also important to distinguish between drinking 
water and water used for other purposes.⁴⁶ Although all the 
alterations to the genome induced by arsenic have not yet 
been identified, scientists continue to explore genomic pat-
terns about arsenic and other toxic metals. There are even 
non-epigenetic effects of arsenic that are yet to be explored 
thoroughly.⁴⁷ When discovered, they can revolutionize epi-
genetics and etiology, potentially saving many lives.
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ABSTRACT: Leukemia is deadly cancer that increases the number of leucocytes in the blood or bone marrow. Even though 
the recent improvements in treatment protocols, the survival rate for five years after diagnosis is only 29.5%. Therefore, it is crucial 
to understand the biomarker and its molecular mechanism of how leukemia develops tumor progression. This study analyzed 
the genomic alteration and clinical profiles of 1978 leukemia patients using the cBioPortal database. We found that nine out 
of ten genes were deleted in chromosome 6q16.1-2. Also, we discovered that the CCNC gene deletion is enriched in deceased 
patients (9.09%) compared to living patients (1.33%). To further understand how CCNC gene deletion affects leukemia cancer 
progression, we silenced the CCNC gene using small interfering RNA (siRNA) to mimic CCNC gene deletion using the Jurkat 
leukemia cancer cell line. Our result showed that CCNC knockdown significantly increased cancer cell migration. We found that 
CCNC deletion or knockdown is a crucial novel biomarker that increases cancer cell migration and may cause poor prognosis 
in leukemia patients. This finding may support the current limitation of diagnosis and improve the accuracy of predicting the 
prognosis of leukemia patients. 
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�   Introduction
Leukemia is cancer found in blood and blood-forming tis-

sues, including the bone marrow and the lymphatic system.¹ 
Leukemia usually involves white blood cells, as the bone 
marrow of leukemia patients produces an excessive amount 
of abnormal white blood cells that cannot function properly. 
Leukemia is the most common cancer in childhood and teens, 
accounting for almost one out of three cancers.² Most child-
hood leukemias are acute lymphocytic leukemia (ALL). On 
the other hand, Acute Myeloid Leukemia (AML) is more 
common in older adults. Leukemia accounts for 10% of all di-
agnosed cancers in the United States. Currently, leukemia has 
a relative survival rate of 5 years, about 29.5% after diagnosis.³

A cancer biomarker refers to a substance or a process in-
dicative of cancer in the body, including proteins or genes.⁴ 
Biomarkers help detect cancer; about 40% of cancers can be 
cured if they are detected early enough through biomark-
ers. There are cancer biomarker types: Genetic, epigenetic, 
proteomic, and glycomic.⁵ This study focused on genetic bio-
markers, which refer to genes enriched in deceased cancer 
patients. 

Genes are commonly deleted in leukemia patients. Gene 
deletions, which occur because of mutations, can eliminate 
tumor-suppressor genes and promote cancer.⁶ Gene deletions 
refer to the loss of both copies of genes, thus leaving zero cop-
ies of the gene. Previous research showed that 68.2% (144/211) 
of adult B-ALL patients carried gene deletions, and the fre-
quency is much higher in Ph+B-ALL patients.⁷ IKZF1 gene 
deletion is the most common gene deletion in adult B-ALL, 
followed by CDKN2A/B deletion.⁷

Searching for a novel biomarker is essential to develop a 
novel leukemia diagnosis method and treatment. Therefore, 
we searched for a novel biomarker significantly affecting the 
leukemia patient’s survival. Consequently, we analyzed 1978 
leukemia patient genomics and found that the CCNC gene was 
deleted in deceased patients. Next, we analyzed the functional 
role of CCNC gene deletion in leukemia cells using siRNA 
transfection. Overall, this study found that CCNC gene dele-
tion or knockdown is a crucial biomarker that increases cancer 
cell migration in leukemia cancer cells. 
�   Methods and Materials
cBioPortal patient data analysis:
cBioPortal is an open-source platform that provides access 

to comprehensive cancer genomics data and allows users to vi-
sualize, analyze, and interpret cancer genomics data. Therefore, 
it can be used to analyze patient survival data in the context of 
cancer genomics. A total of 1,551 leukemia patients' informa-
tion and genomic data were retrieved from cBioPortal.

Cell culture and maintenance:
The human leukemia cancer cell line Jurkat was purchased 

from the Korean Cell Line Bank (Seoul, Korea). Jurkat cells 
were cultured in RPMI-1640 medium (Gibco) supplemented 
with 10% HyClone™ fetal bovine serum (Thermo Fisher Sci-
entific) and 1% penicillin and streptomycin (Gibco) in a 5% 
CO2 incubator at 37 °C.

siRNA transfection in Jurkat cells:
A total of 100,000 cells were prepared in each well on a 

6-well culture plate. Then the siRNA stock was prepared 
with 10 pmole/μL. In the separate tube, 1 nM of siRNA was 
prepared with different volumes of INTERFERin reagent 
(Polyplus), each with 8 μL, 4 μL, and 12 μL, as well as siRNA 
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negative control with 8 μL. The mixture samples were then 
incubated for 10 minutes at room temperature. Finally, the 
transfection mix was added to the cells in serum containing 
RPMI-1640 medium. The cells were incubated for 48 hours. 
The following siRNA sequence targeting CCNC was used: 
5'-CUGUAUCCUCCUUUGAUGA=tt-3'(anti-sense), 
5'-UCAUGAAAGGAGGAUACAG=tt-3' (sense).

Total RNA extraction:
AccuPrep Universal RNA Extraction Kit (Bioneer) was 

used to extract total RNA from the Jurkat cultured cells, fol-
lowed by the manufactured protocol.

cDNA synthesis:
To synthesize the cDNA library, TOPscriptTM Reverse 

Transcriptase (Enzynomics) was used, and a total of 10 μL 
reaction condition was prepared with 10X reaction buffer, 
reverse transcriptase enzyme, dNTP, oligo dT primer, and 1 
μg of extracted RNA were used for each sample to proceed 
cDNA synthesis. The samples were incubated in the following 
condition: 45 °C for 1 hour, 95 °C for 5 minutes, and infinite 
for storage at 15 °C.

Polymerase chain reaction:
AccuPower® PCR PreMix (Bioneer) was used to amplify 

CCNC and GAPDH cDNA. A total of 20 μL reactions were 
made. 10 pmol of forward primer and reverse primer were 
added with 100 ng of cDNA. The PCR reaction proceeded in 
the following condition: 95 °C for 5 minutes (step 1), 95 °C for 
30 seconds (step 2), 58 °C for 30 seconds (step 3), 72 °C for 15 
seconds (step 4), repeat from step 2 to 4 for 29 times, 72 °C for 
5 minutes (step 5), and infinite for storage at 12 °C. 

Cell migration:
The cell migration was analyzed using the transwell as-

say (Corning). First, Jurkat cells were added with cell media 
without fetal bovine serum cell media in the upper chamber. 
Then, the cell media with fetal bovine serum was added to the 
bottom chamber to stimulate cell migration. Finally, the cells 
were incubated for 96 h, and the cells migrated to the bottom 
chamber was imaged.  
�   Results and Discussion

We analyzed leukemia patients' genomics using the cBio-
Portal genomic database to find the novel leukemia biomarker. 
Through this, we further investigated the deletion of genes 
from the DNA of the leukemic patients. As a result, we found 
the top ten deleted genes at a higher level in deceased leukemia 
patients: CCNC, EPHA7, PRDM13, USP45, COQ3, FAXC, 

MCHR2, PNISR, SIM1, and ADD3. Nine of these genes are 
located in chromosome 6, with one exception, which is located 
in chromosome 10 (Table 1). This study focused on CCNC 
gene deletion, as CCNC has not been well studied in leukemia 
cancer cells. Also, CCNC was one of the top-ranked enriched 
deleted genes in the deceased group: comparing the data from 
living and deceased categories, only 1.33% were living, while 
9.09% were deceased. Thus, we found ten novel genes were 
deleted in deceased leukemia patients, making them novel leu-
kemia biomarkers.

We found that CCNC gene deletion was enriched in de-
ceased leukemia patients. To further investigate the function 
of CCNC deletion on leukemia cancer cell development, we 
silenced the CCNC gene using siRNA transfection. Four siR-
NA transfection conditions were tested for this experiment to 
optimize the siRNA transfection: siControl, siCCNC (4 μL, 
8 μL, 12 μL). Then, the amplification of two genes (CCNC 
and GAPDH) was analyzed in agarose gel electrophoresis. 
GAPDH was used to normalize the CCNC expression lev-
el. Finally, the band intensity of CCNC was quantified, and 
the normalized expression level of CCNC was calculated. The 
results show that all three CCNC siRNA transfection condi-
tions significantly decreased the expression level of CCNC in 
human leukemia Jurkat cells (Figure 1). Thus, our designed 
siRNA targeting CCNC successfully silenced the CCNC 
gene expression.   

Table 1: Top 10 deleted genes that are significantly enriched in deceased 
leukemia patients.                                

Figure 1: siRNA targeting CCNC decreased CCNC expression level in 
human leukemia Jurkat cells (A) Agarose gel representing the amplified 
CCNC and GAPDH cDNA. (B) Bar graph illustrating mean and standard 
deviation of the normalized expression level of CCNC. One-way ANOVA 
with Tukey’s post hoc test was performed to calculate the p-value. p < 0.0001 
(****).                                

Figure 2: The representation of the concept of migration assay using 
transwell. Jurkat cells were placed on the upper chamber of the transwell, 
which has small holes that cancer cells can pass through to the bottom 
chamber. The migration of cells towards FBS-containing media was 
measured as an indicator of cell migration ability.                                
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cell migration ability toward the environment with richer 
nutrients. Finally, Figure 3 demonstrates the result in which 
silencing CCNC increases the migration of the leukemia cells. 
Overall, the deletion of CCNC acts as a novel biomarker for 
leukemia, as it contributes to enhanced cancer cell migration 
and eventually decreased chance of survival.

Nevertheless, we acknowledge some limitations to our ex-
periment. First, eight other gene deletions in chromosome 6 
other than CCNC are significantly enriched in deceased leu-
kemia patients. Therefore, we need to analyze the function 
of the other deleted genes. Second, only one type of leuke-
mia cell line was used, which was Jurkat. Therefore, we need 
to verify our results using different types of leukemia cancer 
cell lines. Also, we only investigated the functional role of 
CCNC on cell migration. Investigation into the functional 
role in cell proliferation, cell invasion, and chemoresistance is 
also needed. Finally, we only performed an in vitro experiment 
and must complete a mouse experiment to verify our results 
further.

The findings of our study have significant implications for 
the diagnosis and treatment of leukemia. Our identification 
of CCNC deletion as a novel biomarker for leukemia patients 
provides an easier and more accurate diagnosis method us-
ing genomic information, leading to a more precise prognosis 
prediction. Furthermore, personalized treatments based on 
genomic information can increase the efficacy of cancer ther-
apy drug and minimize the side effects.

Additionally, our study highlights the association between 
CCNC deletion and poor prognosis in leukemia patients. The 
deletion of CCNC increases cancer cell migration and pro-
motes metastasis. Thus, our findings suggest that targeting 
CCNC could be a potential therapeutic strategy to prevent 
metastasis and improve the survival rate of leukemia patients.

Overall, our study contributes to advancing the under-
standing of the genetic mechanisms underlying leukemia, 
which can significantly impact the development of diagnosis 
and treatment options for patients. In addition, by identifying 
novel biomarkers and elucidating their functional roles, we 
pave the way for developing personalized medicine that con-
siders each patient's unique genetic makeup, leading to more 
effective and targeted treatments.
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Cell migration is essential in many biological processes, such 
as embryological development, tissue formation, immune de-
fense or inflammation, and cancer progression. Especially cell 
migration is one of the initial processes of cancer metastasis. 
Since CCNC deletion was enriched in deceased leukemia 
patients, we hypothesize that CCNC silencing may increase 
cell migration. Cancer cells are known to localize around the 
human blood vessels, which contain abundant nutrients such 
as glucose and oxygen. Cancer cells can sense the nutrients 
and move towards high-nutrition conditions. Therefore, in 
this experiment, we designed a transwell experiment that pro-
vides two different conditions: with and without FBS, which 
contains high nutrition for cancer cells. First, we placed the 
Jurkat cells on the upper chamber of the transwell (Figure 2). 
The upper chamber transwell has small holes that cancer cells 
can pass through to the bottom chamber. This transwell assay 
can measure the cell migration ability that cancer cells move 
towards the nutrition full environment. 

We underwent CCNC silencing to find the novel func-
tion of the CCNC gene in leukemia cells. CCNC silencing 
increased cell migration in leukemia cells, as shown in Fig-
ure 3. A greater number of leukemia cells were found in the 
siCCNC transfected sample compared to the siControl trans-
fected sample. This means the increased number of CCNC 
silenced cells have migrated from (-) FBS to (+) FBS. We 
repeated the experiment four times and had the same result. 
Therefore, our results show that inhibiting the expression of 
CCNC enhanced cell migration and may lead to decreased 
leukemia patient survival.
�   Conclusion
This study aimed to identify novel genes deleted in leu-

kemia patients that could serve as important biomarkers for 
the disease. The study identified ten such genes by analyzing 
genomic data, and one of them, CCNC, was investigated fur-
ther for its functional role in leukemia. In addition, the study 
aimed to understand how the deletion of CCNC affects the 
migration ability of leukemia cells and whether it could be 
used as a potential biomarker for leukemia prognosis.

As shown in Table 1, we have found ten novel genes 
deleted in leukemia patients that make them important bio-
markers for leukemia. In Figure 1, the agarose gel represents 
how CCNC siRNA transfection significantly decreases the 
normalized expression level of CCNC, indicating success-
ful silencing of CCNC gene expression. Figure 2 shows our 
concept of migration assay using transwell to measure the 

Figure 3: CCNC gene silencing increased Jurkat leukemia cell migration. 
The migrated cells were then photographed, and the number of migrated 
cells was quantified. Four replicate samples were analyzed after transfecting 
siControl and siCCNC.                                
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ABSTRACT: Baba is You is a 2019 indie puzzle game whose levels are two-dimensional grids of objects. This paper demonstrates 
how a universal Turing machine could be created as a custom level in the game if a specific in-game limit were to be removed. A 
player could perform any computation by playing this level, allowing infinitely many new and meaningful puzzles to be created.  
Furthermore, the construction is such that the level is won if and only if the Turing machine halts, proving perfect play of the 
game to be unattainable by any computer. The machine is found to be exponentially time-complex, and the paper concludes with 
a discussion of the practical feasibility of in-game computation.

KEYWORDS: Systems Software; Other; Logic in Computer Science; Computational Complexity; Turing Completeness.

�   Introduction
Baba is You is a puzzle game released in 2017. Like many 

puzzle games, it is turn-based, and playable characters in its 
levels can push objects.¹ However, Baba is You contains a type 
of object that can alter the properties of the level and change, 
for instance, which characters are playable and which objects 
are solid. Furthermore, if a level meets certain conditions, its 
objects can move autonomously without player input. The 
emergent dynamics of such a system have led to some con-
sideration among players of the computational complexity of 
Baba is You levels.

Previous Work:
In 2019, the game was considered Turing complete on an in-

finite grid. The cellular automaton, Rule 110, has been proven 
Turing complete, and Matthew Rodriguez demonstrated how 
it could be simulated in a custom level.² Rodriguez’s design 
required the Baba is You grid to be extended to an infinite size, 
though the game’s maximum level size is 33 by 18 squares. 
Thus, his proof presented an application of general Baba is You 
rules rather than a level usable for computation in the actual 
game.

New Contributions:
This paper demonstrates for the first time how Turing com-

pleteness can be achieved in standard Baba is You by describing 
the first universal Turing machine that fits within the game’s 
native level size. The effects of this proof are that one can cal-
culate anything computable simply by playing vanilla Baba is 
You and that future expansions or online content for the vanilla 
game could contain levels provably unsolvable by any comput-
er. Unfortunately, the design cannot store large Turing machine 
configurations because of a limitation on in-game object stack-
ing. However, after learning of this design, the developer of 
Baba is You considered removing this limitation in a future 
port of the game precisely because of the potential to create 
such levels.³

Preliminaries:
A Turing machine is a theoretical model of computing first 

proposed in 1936. It can be described as a tape and a tape head.
The tape is divided into squares and extends infinitely in 

both directions. Each square is marked with a symbol. Before 
starting the machine, the user may write their own symbols on 
a finite portion of the tape beyond which zeroes are assumed to 
extend infinitely in both directions.

At all times, the tape head is occupying one (and only one) 
square of the tape. The tape head also keeps track of a state: at 
all times, the tape head is in one (and only one) state. A con-
struction is shown in Figure 1.

The tape head is capable of “writing” symbols that replace 
symbols on the squares it occupies, as well as moving one 
square to the left or to the right, before altering its own state. It 
can also halt the Turing machine permanently. The tape head 
determines which of these actions to take based on its current 
state and the symbol it is on. It will keep reading and editing 
the tape in a deterministic, repeating, and sometimes infinitely 
long process.

Meanwhile, Baba is You is a turn-based puzzle game con-
sisting of objects on a rectangular grid. It is a Nomic game, 
meaning that almost all of its “rules” can be changed, from the 
playable character to the win condition.⁴ Baba is You imple-
ments its system of “rules” using “text” objects. At the start of 
each turn, the game examines all text objects to find which 
ones form what it defines as rules. Rules declare a type of object 
to have a specific behavior. Rules can be read left-to-right or 
top-to-bottom.

Figure 1: A representation of a finite portion of a Turing machine. The tape 
head is represented by a \/ and q₁ refers to its state. It is currently above a 
square with the symbol “1”.                                
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Figure 2 contains three text objects that create a rule, “BABA 
IS YOU,” which declares baba objects in the level to be play-
able. Since the rule exists on the level, the two babas will move 
with directional input from the player.

If the player somehow breaks the sentence (e.g., by sepa-
rating or destroying a word), the rule that babas are playable 
will no longer apply, and the babas will no longer respond to 
directional input from the player.

Rules can be conditional, only applying to objects when they 
are “on” or “near” an object of a given type. For instance, the 
rule “ROCK NEAR BABA IS PUSH” means that all “rock” 
objects adjacent to baba objects are pushable.

A mechanic essential to the design of this universal Tur-
ing machine is the property “WORD.” Objects defined as 
“WORD” can be used in sentences as if they were their text 
counterparts.

The rule at the top of Figure 3 declares all babas to have the 
property “WORD.” Thus, both babas in the level can be used 
in sentences as if they were text. This allows the second line to 
be interpreted as “baba IS YOU”.a  Thus, both babas become 
playable as in the first example.

The Design:

Size constraints of the level prevent an arbitrarily large 
physical tape from being laid out across the level with a 
physical tape head moving along it. Instead, the design uses 
overlapping objects so it can store both the tape to the left 
of the tape head and the tape to the right of the tape head 
on single squares.b (The symbol directly under the tape head 
is stored separately.) This storage method can hold arbitrarily 
large amounts of tape in fixed amounts of space, at the cost of 
turning simple operations like shifting the tape into complex 
conversion processes. Indeed, far more of the level is devoted 
to implementing operations than to storing the tape itself, as 
seen in Figure 4.

The Turing machine the design simulates is Rogozhin’s 
four-state, six-symbol universal Turing machine from his 1996 
paper, Small universal Turing machines. It comes from a set of 
universal Turing machines that simulate string-modification 
algorithms called “tag systems” that have been proven to be 
universal.⁵ The process requires more setup for initializing 
the tape but contains fewer states and symbols than a direct 
emulation of other Turing machines.⁶ (Rogozhin’s six-symbol 
machine contains the fewest total instructions and thus takes 
up the least in-game space in Baba is You.)

To closer match the Baba is You objects chosen to represent 
them, the states q₁, q₂, q₃, and q₄ in Rogozhin’s machine have 
been renamed to qseed, qsprout, qtree, and qtrees respectively. Fur-
thermore, to better fit the arithmetic method used to express 
the symbols, Rogozhin’s symbols 1, b, b [right], b [left], c, and 
0 have been renamed to 1, 2, 3, 4, 5, and 0 respectively.

Storing the Current Symbol:

The symbol the tape head is on is stored using a cog’s posi-
tion on one of the six tiles in Figure 5. A cog on the first tile 
means that the current symbol is a 1, a cog on the second tile 
represents the symbol 2, and so on through the symbols 3, 4, 
5, and 0.

Figure 2: A level containing two “baba” objects (       ), as well as three text 
objects (which spell “BABA IS YOU”).                                

Figure 3: A level containing two baba objects and five text objects.                                

Figure 4: A schematic of the design overlaid with an image of the in-game 
level, meant to highlight the machine’s basic structure.                                

Figure 5: Part of the level featuring a cog (       ) on a track of six wind 
objects. The cog is on the fifth tile, so the Turing machine’s current symbol 
is a 5.                                

a For clarity, text objects are named in capital letters, but all other objects are named in 
lowercase, even when they function as WORDs.

b This section explains how the design would work if the limit on stacking copies of a 
single object were arbitrarily high. Currently, the limit is 6.
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symbol to the remainder, and multiplying the number of kekes 
by six. Because of the base six arithmetic, this serves to remove 
the last digit from the number of babas and set the current 
symbol to said digit. It also adds a 0 to the end of the number 
of kekes. The result is shown in Figure 9: it almost completes 
the shift operation but puts a 0 in the square the tape head 
leaves.

Writing a symbol in the square the tape head leaves is now a 
matter of changing the last digit of the number of kekes. It is a 
0, so the design can change it to a number from 1 to 5 simply 
by adding that number of kekes to the car.

The right-shifting functions work equivalently to the 
left-shifting functions except that they divide the kekes by six, 
multiply the babas by six, and add up to five babas to the cart.

Splitting objects into copies is a relatively common gimmick 
in Baba is You levels. This design uses the most common tech-
nique of abusing how the game resolves conflicting rules about 
baba or keke transformation when such rules are created on 
the same turn.

Dividing stacks of objects, however, is featured in almost 
no Baba is You level solutions, because losing objects is usually 
counterproductive. This design accomplishes division using the 
“OPEN” mechanic: when an object is “opened” in Baba is You, 
it is destroyed, unless a rule specifies that the opened object 
“HAS” another object (in which case the opened object instead 
becomes the object that it “HAS”). In this design, such a rule is 
active only once every six turns, allowing only one in six babas 
or kekes to survive being opened.

Control Flow:
Typical Baba is You puzzles expect the rules of the level to 

be modified primarily by the playable character pushing text 
objects around the level, moving them into and out of sentenc-
es. While some in-game objects can be programmed to move 
autonomously, the level of control over them is insufficient to 
facilitate the sort of strategic text placement and displacement 
expected of a user.

Thus, instead of featuring movable text objects, this design 
lays out rows of incomplete rules that substitute one piece of 
text with the object the text describes, as in Figure 10. The 
design goes on to define as “WORD” any objects overlapping a 
bug object (        ) placed in the level. Thus, while the bug 
is on one of these objects, the rule applies because the object 

can be used interchangeably with text to complete the rule 
(in Figure 10’s case, as “wind MAKE HAND”). However, the 
rule deactivates as soon as the bug moves off of the object (the 
object will no longer be “WORD” and the game will go back 
to interpreting the rule as incomplete).

Unique identifying objects on each square help the game de-
termine the placement of the cog. The first tile (for the symbol 
1) contains a dust object (      ), the second tile (for the symbol 
2) contains a brick object (     ), and so on through rubble 
(      ), rock (     ), cliff (   ), and 

planet (      ).
S t o r i n g the Rest of the Tape:
This design stores the tape to the left of the tape head using 

the number of babas on the cart seen in Figure 6. The number 
of babas is set to the base 6 number created by reading each 

symbol from the leftmost nonzero symbol to the symbol di-
rectly to the left of the tape head. The tape to the left of the 
tape head in Figure 7 can be read as the number 12,345 in base 
6 or 1,865 in base 10. Thus, it is encoded as a stack of 1,865 
babas on the cart. 

Similarly, the design stores the tape to the right of the tape 
head using the number of kekes on the car seen in Figure 6. 
The number of kekes is set to the base 6 number created by 
reading the symbols from the rightmost nonzero symbol to 
the symbol directly to the right of the tape head. The tape to 
the right of the tape head in Figure 7 can be read (right to left) 
as 54,321 in base 6 or 7,465 in base 10. Thus, it is encoded as 
a stack of 7,465 kekes on the car.

Each finite configuration of the left or right side of the tape 
can thus be read as a unique number and represented with a 
unique number of objects.

Performing Operations:
Instead of writing a symbol, shifting the tape, and then 

reading the new symbol, this design executes instructions by 
shifting the tape, reading the new symbol, and then writing a 
symbol on the space it just left.

The “shift left” operation, for instance, works by dividing the 

number of babas by six (rounding down), setting the current 

Figure 6: Part of the level featuring several babas (       ) on a cart and 
several kekes (        ) on a carc.                                

Figure 7: A sample Turing machine tape. \/ represents the position of the 
tape head, and the area from the leftmost nonzero symbol to the symbol 
directly to the left of the tape head is highlighted in green. The area from 
the rightmost nonzero symbol to the symbol directly to the right of the tape 
head is highlighted in pink.                                

Figure 8: Another sample Turing machine tape.                                

Figure 9: The Turing machine tape from Figure 8 after a “shift left” 
operation as this design implements it.                                

Figure 10: An almost complete rule from the design. It spells “wind 
MAKE HAND”, where the word “WIND” is replaced with a wind object.                                

c   It is worth clarifying that in Baba is You, a stack of objects looks the same as a single ob-
ject. The game knows how many objects are on each tile, but it is impossible to tell visually.
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The result of this is that the bug can execute entire algo-
rithms simply by moving along a straight path through preset 
arrangements of incomplete rules, as can be seen in Figure 11.

The bug is controlled by a bolt object (        ) which follows 
a similar process of completing rules using the WORD 
mechanic. The bolt can follow one of 24 tracks in the level – 
one for each of the six symbols Rogozhin’s tape head can read 
in each of its four states.

Changing State:
At the end of its current instruction, the bolt coordinates 

with the cog that stores the current symbol in order to create 
a specific rule that forms one bolt in the square at the begin-
ning of the Turing machine’s next instruction.

When the bolt gets to the end of its instruction, it will 
define objects representing the Turing machine’s next state as 
part of a custom “GROUP”. For instance, to switch into the 
qseed state, it will activate the rule “seed IS GROUP”.

Meanwhile, the cog that stores the tape head’s current sym-
bol (as shown in Figure 4) activates a rule that directs objects 
of said GROUP to spawn bolts if they overlap with objects 
that represent the tape head’s current symbol. For instance, if 
the current symbol is 1 (represented by dust objects) the cog 
would form “GROUP ON dust MAKE BOLT”d. Continu-
ing the previous example, this would mean that SEED ON 
DUST MAKE BOLT.

The result of such a rule is that the next bolt is created 
in squares containing both an object representing the Turing 
machine’s next state and an object representing the Turing 
machine’s current symbol. In this design, there will only ever 
be one such square in the level, and it will always be directly 
above the rules for the appropriate next instruction.

Halting:
A level is won in Baba is You when an object defined as 

YOU and an object defined as WIN both occupy the same 
tile. The design contains the rules BOLT ON FLAG IS YOU 
and BOLT ON FLAG IS WIN, so the level is won instantly 
(and the Turing machine stops) when the bolt moves onto a 

flag. The design contains these flags at the end of instructions 
in which the Turing machine is to halt.

Setup:
When the Turing machine is first loaded, there are neither 

babas on the cart nor kekes on the car, and the bolt is in a 
paused state. There is a playable “orb” that the user can con-
trol (i.e., “ORB IS YOU.”) By moving it, the user can add any 
number of babas to the cart and any number of kekes to the 
car. The starting current symbol, however, is always assumed 
to be 1, as Rogozhin’s machine expects to only start on a 1.

By controlling the orb, the user may also unpause the bolt 
and start the machine. Doing so destroys the playable orb so 
the user cannot tamper with the tape while the machine runs. 
This sets the machine into a completely deterministic state – 
the only legal move on all subsequent turns is to wait (and to 
let the autonomous parts of the level run their courses).

Reading the Tape:
The user may count how many babas are opened and how 

many kekes are opened and thus keep track of the entirety 
of the tape. If the user ignores the tape for a while and then 
starts reading at an arbitrary point in time, they can figure out 
the contents of the tape as soon as they watch long enough to 
see one left shift and one right shift occur.

The Full Construction:

�   Results and Discussion
Time-complexity of the Machine:
As explained in a previous section, writing symbols requires 

adding between zero and five babas or kekes to the stacks of 
objects. Adding zero babas or kekes is equivalent to leaving 
the stack unchanged, and will require zero turns, while add-
ing between one and five babas will take between three and 
seven turns.

However, the slowest part of the machine’s execution is 
performing the shift operations. Multiplying the babas or 
kekes by six will take a fixed twelve turns.

But dividing the babas or kekes by six will take one turn 
per baba or keke. In the best case, the symbols on the tape 
that the tape head moves towards read “1000…”, which, us-
ing the base 6 conversion explained in a previous section, will 
be stored as 6ⁿ – ¹ babas or kekes, where n is the number of 
symbols (so opening all of them would take 6ⁿ – ¹ turns)e. 

In the worst case, the symbols on the tape that the tape 
head moves towards read “5555…”, which will be stored as 

Figure 11: A bug’s path through a set of incomplete rules (left) and a rough 
translation of what the rules would do when the bug activates them (right). 
A bug summoned to move through these carefully designed rules will induce 
specific object interactions that simulate shifting the tape to the left.                                

Figure 12: The entire Turing machine level when it is first loaded.                                

d The cog would accomplish this using a similar process to that of the bug and bolt: by 
letting the dust object in the middle of the sentence be used as a WORD so it can finish 
an otherwise incomplete rule.

eOf course, when the tape the tape head moves towards is completely blank (and thus 
stored as zero babas or kekes), opening them will take zero turns (and not the “one sixth 
of a turn” that the best-case model suggests).
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6ⁿ – ¹ babas or kekes, where n is the number of symbols (so 
opening all of them would take 6ⁿ – 1 turns).

Thus, the number of turns to execute an instruction, where 
n is the number of symbols the tape head moves towards, can 
be expressed as:

(number from 0 to 7) + 12 + (number from (6ⁿ –1) to (6ⁿ– 1))
When the input repeat delay is set to a minimum, holding 

the spacebar will allow turns to run about nine times per sec-
ond, about as fast as a human tapping the spacebar repeatedly. 
As shown in Table 1, this combined with the exponential 
time-complexity of the shift operation has alarming implica-
tions for the practical efficiency of the machine.

On Baba is You Limits:

The limit on stacking copies of the same object seems un-
usually low. Many limitations in Baba is You are very large and 
seem to be determined directly by memory and performance 
(meaning that they might increase if Baba is You was ported 
to more robust systems). Levels will end with a “Too Com-
plex!” message if one of the following conditions occurs:

• There are more than 5,000 first words of rules in the level,
• There are more than 2,000 objects in the level,
• A single rule has more than 3,000 ways it could be read 

(because of combinatorics with overlapping text), or
• A “level” object from a custom world is transformed into 

more than 50 objects simultaneously.
Furthermore, there is no limit on overlapping objects of 

different types.
These generous restrictions allow things like Five Nights 

at Freddy’s, Pac-Man, Tetris, Bloons Tower Defense, Don-
key Kong, sliding puzzles, Bomberman, and even a variant of 
Super Mario Brothers to be created in Baba is You.⁷-¹⁴ The ad-
vanced projects that push Baba is You to its literal limits show 
that the game was indeed willing to sacrifice performance to 
allow for creativity. These projects lag the game significantly 
but are still allowed by the constraints of Baba is You.

However, levels in Baba is You have a set maximum size of 
33 spaces wide by 18 spaces tall. This limit is more restrictive 
– complex custom levels (including this one) almost always 
use maximum size levels and fill their entireties. Despite this, 
there are multiple reasons why the developer, Arvi Teikari, 
would enforce this limit. Perhaps they believed that vast levels 
(or even the very concept of scrolling) departed from the puz-
zle-based essence of Baba is You. Or maybe they did not want 
hubs containing many smaller areas to fit in single levels, in-

Table 1: The time-complexity of the machine.                                

stead wanting players to utilize the built-in “custom world” 
mechanic to hold small areas.

The limit on stacks of identical objects (currently 6) was 
likely set merely because Teikari did not see the potential 
of utilizing large stacks of identical objects. This may have 
been because stacks of the same object in Baba is You function 
identically to single objects in almost all cases except OPEN/
SHUT. For instance, a stack of multiple babas will move as if 
it were one baba, push things as if it were one baba, and can be 
destroyed by a single object (e.g., one skull that IS DEFEAT) 
as if it were one baba. Moreover, in most Baba is You puzzles, 
working with separated objects is strictly advantageous over 
working with overlapping objects, especially if they are YOU.

However, allowing arbitrarily large stacks of identical ob-
jects (because it enables the full functionality of this design) 
allows Baba is You to support new logical and mathematical 
puzzles that would not otherwise work in a block-pushing 
game. For example, consider a custom world where each level 
asks the player to compute a number, say, the sum of the first 
20 primes. The player may input a guess at the number into 
the level by creating that number of objects. The level is won 
if and only if the number inputted is equal to the number 
that the level wants (in this case, 77). The level checks each 
attempt by repeatedly dividing it by ten and comparing the 
remainders with hardcoded ones for the answer (in this case, 
seven and seven). This comparison process is hidden from the 
player’s view with the HIDE property to prevent cheating. 
The player is instead supposed to solve the number puzzle 
by exiting the level, traversing the custom world to enter the 
universal Turing machine level, and calculating the answer 
there. After finding the answer to the computation, the player 
may go back to the number puzzle level and input the answer.

Indeed, removing the stacking limit allows for infinitely 
many significant new puzzles. The puzzles would have to al-
ready be solved beforehand, but of course, this could also be 
done using this universal Turing machine level. If the stack-
ing limit were removed, any question solvable by computation 
whose answer is somehow expressible as a number could be 
turned into a playable, winnable Baba is You level that can 
be beaten without leaving the game. These puzzles could 
include graphing the Mandelbrot set to a certain precision, 
running von Neumann’s universal constructor for a set num-
ber of turns, or even (once this is solved) attempting to find 
the winning first move in chess.

Admittedly, even calculating addition in this design would 
require excruciatingly tedious conversions – after a Turing 
machine is created, it would have to be converted into a 2-tag 
system, which would need to be formatted as an input for 
Rogozhin’s machine. Any computation a user insisted on 
performing in Baba is You would require laying on the virtu-
al starting tape an unreadable symbol monstrosity and then 
waiting cosmic amounts of time for single instructions to 
complete.

However, it is worth noting that Turing machines are them-
selves extremely inefficient compared to modern forms of 
computation. Contributions of this paper’s nature are valued, 
if at all, because they demonstrate the expressive potential of 
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the Turing-complete systems and not because the operation 
of the simulated machines will cause paradigm shifts in how 
the systems are actually used.

Teikari learned of this design in August of 2022 and said it 
inspired them to consider removing the stacking limit if the 
Baba is You were ported to new platforms.³

The Unsolvability of Baba is You:
If the stacking limitation were removed, Baba is You would 

be computationally unsolvable. Any Turing machine could 
be simulated in this level, and a move (if it starts the Turing 
machine and destroys the playable orb character) could put 
the level into a state where it will be won if and only if the 
Turing machine halts. This proves that Baba is You without 
the stacking limitation is unsolvable: a computer that could 
decide with certainty whether a Baba is You move is winning 
would be able to solve the halting problem.

Comparison with Rodriguez’s machine:
Rodriguez’s design simulates the cellular automaton Rule 

110, which was proven Turing complete in 2004 by Mat-
thew Cook. Cook created a way for Rule 110 to simulate any 
“cyclic tag system,” which in turn simulates a regular tag sys-
tem.¹⁵ Regular tag systems were proven Turing complete in 
1961 by Marvin Minsky.¹⁶

Minsky’s tag systems are linearly larger than the Turing 
machines they simulate, and Cook’s cyclic tag systems are 
linearly larger than the regular tag systems they simulate. 
However, Cook’s starting configurations of Rule 110 must 
contain two infinitely long patterns no matter which cyclic 
tag systems they simulate. If the patterns were to be abbre-
viated, the cyclic tag systems might stop before the Turing 
machines they are simulating have halted.

This creates a practical problem. Rodriguez proposes that 
the starting Rule 110 configurations for his level be created 
one object at a time, either in the level editor or by playing 
the level itself. The user must, therefore, manually create an 
infinite number of objects in the level before the Rule 110 
simulation can even be started. Thus, even if Baba is You were, 
as Rodriguez proposes, extended to an infinite grid, his de-
sign as it is formulated is not only impractical but entirely 
impossible to run.

This design improves on Rodriguez’s in one more way. 
In Rodriguez’s design, the Turing machine has halted when 
a particular pattern appears in the level. The user may find 
it tedious to check large swaths of the level every turn for 
a fourteen-object-long pattern. In this design, on the oth-
er hand, it is readily apparent when the Turing machine has 
halted, because this wins the level (which makes the game 
play a sound and display “CONGRATULATIONS!” before 
returning the player to the custom world).
�   Conclusion
This paper has demonstrated that if a hardcoded stacking 

limit is removed from the game, a Turing complete custom 
level can be created in Baba is You, meaning that the game is 
capable of universal computation. It has found the proposed 
custom level vastly superior to a previous attempt at Turing 
completeness in the game. Furthermore, it has proposed theo-
ries about possibilities for unprecedented computation-based 

puzzle levels that the design unlocks. Moreover, it has proven 
that a game long known to be challenging for humans would 
be ultimately unsolvable by computers.
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ABSTRACT: A cryptocurrency is a digital, decentralized currency that runs on networks based on blockchain technology. 
The study covers three years, from 2018 to 2021, during which cryptocurrencies reached monetary values of up to 66,002 USD. 
However, there still needs to be a greater understanding of these digital assets and their underlying technology, including how they 
work and why people are driven to invest in them. I hypothesize that trust in institutions affects the demand for cryptocurrencies 
in different regions across the globe. I analyze data on cryptocurrency usage and adoption, and provide insights into the factors 
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�   Introduction
In this study, I focus on cryptocurrencies. Cryptocurren-

cies are a form of decentralized digital currency that rely on 
complex blockchain technology for their operation.¹ This 
technology uses encryption algorithms to create alternative 
payment systems and virtual accounting systems. Unlike tra-
ditional currencies, they are highly volatile and not managed 
directly by central banks. As a result, they can be easily trans-
ferred from one place to another and have the potential to be 
quite profitable.

Due to the unpredictability of cryptocurrencies, investing in 
them requires careful consideration and research. Additional-
ly, the history of cryptocurrencies is shrouded in mystery, with 
their origins and early development still needing to be discov-
ered.² Due to this, the relationship between trust in institutions 
and cryptocurrencies is unclear.

Cryptocurrencies are also important as their transactions 
are fast, digital, secure, and worldwide, and due to various con-
tingencies, fraud is negligible. Cryptocurrencies use various 
encryption technologies, such as public-key cryptography, hash 
functions, and digital signatures, to secure transactions and 
prevent counterfeiting. It is also important because of the digi-
tal platform it uses, which is known as blockchain. Blockchain 
is a platform that allows cryptocurrencies and their digital to-
kens to operate within it.³ Blockchain technology is used by 
cryptocurrency to provide a decentralized, secure, transparent, 
and efficient system for recording and verifying transactions. 
Any transaction capable of being recorded can look to the use 
of blockchain, whether medical records, immigration informa-
tion, birth certificates, insurance policies, etc. All of their data 
can be stored over a blockchain. According to various articles, 
Cryptocurrencies have created a paradigm shift in how we view 

money. The way we look at buying it and the way we look at 
spending it.³ 

This currency goes against one of the founding ideologies 
of modern society, and that is trust. Human beings have been 
pioneers throughout history in promoting trust.⁴ We have cre-
ated multiple organizations that push individuals and societies 
towards trust. 

‘Trust’ is defined as a firm belief in a particular organization 
or idea, leading to complete reliability.⁵ While an ‘institu-
tion’ is defined as any establishment that has been set up for 
a religious, educational, professional, or social purpose.⁶ For 
example, when citizens of a country are voting, they usually 
choose a reliable candidate who provides them a sense of com-
fort; therefore, they trust their country in that candidate’s hand 
and vote for them.

In this literature review, I focus on trust in public institutions 
and its effect on the demand for cryptocurrencies. I define trust 
as the trust that citizens of a country have in their government 
and its institutions. These include public banks, government-is-
sued standardized currencies, and other government-owned or 
managed institutions.⁷ The psychological phenomenon of trust 
in the public is affected by numerous factors that range from 
government policies and programs to the country’s economic 
history. 

I base this study on the observation that the value of various 
cryptocurrencies, such as Bitcoin, rose significantly during the 
pandemic, leading to the number of investors in it increasing 
rapidly. This is where the relation between trust in institutions 
and cryptocurrencies comes in. Most surveys show that the 
pandemic decreased confidence in public institutions as gov-
ernments were considered incompetent and unreliable when 
their lack of infrastructure to fight the virus was exposed. This, 
in turn, led to a reduction in the usage of public institutions 
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and led to people investing in decentralized and unstandard-
ized assets such as cryptocurrencies.⁸ This resulted in a massive 
surge in their value, with Bitcoin increasing in value by 1,788% 
from Jan 2019 - Jan 2021. 

Through this literature review, I will investigate how trust in 
public institutions affects the demand for cryptocurrencies and 
the various factors affecting this phenomenon. 
�   Discussion
Demand For Cryptocurrencies:
A cryptocurrency is a digital currency in which all trans-

actions are maintained by a decentralized system using 
cryptography technology. They are based on digital coding, 
also known as blockchain technology, a decentralized, distrib-
uted ledger system that is used to record transactions securely 
and transparently.⁹ Cryptocurrencies are generated through a 
process called mining. This does not refer to mining in caves 
but instead to massive, decentralized networks of computers 
located all over the world, which initiate a cryptocurrency 
transaction; the transaction is broadcast to the network of 
users, who then validate it using complex mathematical algo-
rithms. After the user solves the algorithm and validates the 
transaction, the user is rewarded with a certain amount of 
cryptocurrency, which is newly created as a reward for their 
efforts. Investments can be made in cryptocurrencies through 
various mobile apps and online platforms such as Coinbase, 
Binance, Kraken, Robinhood, and eToro. These platforms al-
low users to buy, sell, and store cryptocurrencies.¹⁰ The value of 
cryptocurrencies differs from one type to another. As of 2022, 
over 1,583 types of cryptocurrencies are listed in the market, 
which all differ in their code.¹¹ Some of the most popular types 
include Bitcoin, Ethereum, Tether, and Dogecoin.¹² Another 
thing to consider is that each Cryptocurrency is in limited sup-
ply; Bitcoin, for example, only has a stock of 21 million coins, 
of which 90% have already been produced. Bitcoin is in short 
supply because of its design. The creator of Bitcoin, known 
by the pseudonym Satoshi Nakamoto, set a limit on the total 
number of bitcoins that can ever exist. This limit is 21 mil-
lion bitcoins, which is hard-coded into the Bitcoin protocol.¹³ 
Cryptocurrencies work very differently from any centralized 
or government-regulated form of currency. It does not have 
a geographically or politically discreet real economy in which 
it is dominant, as stated in the paper written by Brett Scott.¹⁴ 
This has led to people characterizing cryptocurrencies as digi-
tal assets instead of currency. However, there is no denying that 
cryptocurrencies are a perfect alternative to the current system 
of government-regulated currency.

These digital currencies have many advantages, including 
facilitating cheaper and faster money transfers, and they are 
useful as remittance tools. As they are decentralized, they do 
not collapse at a single point of failure. Cryptocurrencies show-
case a high-risk and reward system, sometimes leading to high 
profits. Bitcoin, one of the most popular cryptocurrencies, has 
been used as an intermediary currency to help facilitate trade 
between other currencies. It also has the potential to facilitate 
small-scale international commerce.¹⁵

However, with these advantages come some drawbacks. 
These include cryptocurrencies' highly unpredictable nature 
and how quickly their value can rise and fall. Cryptocurren-
cies are thus highly volatile. Another major drawback is that 
digital currencies need to be regulated. The lack of regulation 
of cryptocurrency refers to the absence of clear and specific 
rules and laws that govern the use and trading of cryptocur-
rencies. In many countries, investments in cryptocurrencies are 
illegal. Another major factor that leads to decreased crypto-
currency usage is highly conservative people, who are cautious 
about changing technology. For example, the older generation 
is apprehensive about using technology and investing online 
as they like to do things ‘the old-fashioned way.’ Lastly, very 
little is known to the general public about the origin of cryp-
tocurrencies and the method by how their value is decided. 
This goes against the current system of centralized currencies, 
where it is known which factors affect the value of that curren-
cy, and its regulators are known in the form of the government. 
It also goes against one of the founding ideologies of human 
society, and that is trust. Also, since it is not well known who 
runs these currencies, investors usually invest knowing only the 
high risk involved with dealing with this currency.¹⁶

Now that we understand what cryptocurrencies are and how 
they work, we have to look into the factors affecting the de-
mand for them. 

The main factor that affects the demand for cryptocur-
rencies is their value: the higher the value, the more demand. 
Indeed, this is a fairly obvious factor. The next factor which 
affects cryptocurrencies is their limited supply. The currency's 
demand will increase if there is a limited supply of cryptos. 
Meanwhile, if more cryptos are supplied, the demand will de-
crease.¹⁷

Another major factor contributing to the demand for crypto-
currencies is the psychological factor called ‘fear of missing out’ 
and curiosity. Fear of missing out is the feeling of apprehension 
that one is missing out on information, events, experiences, or 
life decisions that could make one's life better.¹⁸ This factor 
indicates that a person will invest in crypto simply because 
they do not want to miss out on purchasing them. They believe 
that if they do not invest in cryptocurrencies, they will live to 
regret it. This psychological factor is especially apt for these 
digital currencies as they are something that not only has great 
potential but also are something very different from anything 
that exists in the world at this moment. This leads to curiosity 
and more people investing in cryptocurrencies and therefore 
leads to higher demand for them.¹⁹

Another factor that affects the demand for cryptocurrencies 
is the ease of transfer of money from one place to another. Ac-
cording to Brett Scotts, cryptocurrencies are one of the most 
popular means of transferring money as they have the potential 
for small-scale international trade and to be used as an inter-
mediary currency between other, more dominant currencies. 
Thus, they may be useful for remittances. Also, Bitcoin and 
other cryptocurrencies also have the potential to serve as mo-
bile wallets and as a replacement currency for countries with 
an unstable national currency. Various other uses of Crypto-
currencies also affect their demand.
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In conclusion, when there is a decline in the trust in insti-
tutions, people move away from the conventional centralized 
currencies from governments to decentralized cryptocur-
rencies, which are almost entirely different from the current 
system of currencies. Only little is known about how crypto-
currencies function and their existence, but investing in them 
completely abandons the ideology of trust. As discussed in a 
paper by economist Greg Rosalsky,²⁸ in which, he talks not 
only about the importance of trust in our society but also about 
how we are moving towards cryptocurrencies and their digital 
blockchain coding, which does not focus on trust. 

How Does Trust in Institutions Affect the Demand for 
Cryptocurrencies?:

According to most sources, cryptocurrencies were first intro-
duced in the year 1990 through the first-ever cryptocurrency 
called eCash.²⁹ However, until 2018, most cryptocurrencies 
were almost entirely worthless and showed minimal real po-
tential to be worth any amount. However, since 2019 various 
cryptocurrencies have gone up in value to almost 50,000 US 
Dollars, as per CNBC, and some even surpassed this value.³⁰ 
This coincidently is the time when the pandemic began. The 
theory that I want to put forth is that during the pandem-
ic, due to various governments worldwide failing to control 
the COVID-19 outbreak, there was a massive decline in the 
trust citizens had not only for their government but also for 
its institutions. Trust in institutions has always been incon-
sistent, sometimes citizens trust their government altogether, 
and sometimes they need to trust them more. However, the 
pandemic led to one of the most significant government trust 
declines ever recorded.³¹ This directly relates to a massive in-
crease in the demand for cryptocurrencies. 

Trust in institutions also depends on the country's financial 
past and present government policies. The article published by 
IE University’s global and public affairs shows this.³² Trust in 
institutions varies from country to country. This is especial-
ly true for Latin American, European, and North American 
countries. The divide is caused in countries where central 
banks experience lower social trust. These countries have cit-
izens more open to adopting new digital currencies issued by 
alternative, decentralized institutions. 

According to this survey, 27% of Brazilians, 20% of Argen-
tinians, and 18% of Mexican citizens own cryptocurrencies in 
Latin America. For those citizens who do not own cryptocur-
rencies in these three countries in Latin America, the study 
found that the main reason for not holding digital curren-
cies was not due to a lack of interest but simply needing to 
know how to buy them. In fact, 79% of Argentinians, 78% of 
Mexicans, and 75% of Brazilians, who do not yet own cryp-
tocurrencies, would be willing to own a digital currency. The 
reason for this high demand for cryptocurrencies is due to low 
trust in the government and its institutions. This lack of confi-
dence comes due to the government’s response to the financial 
crisis, as many of the people surveyed felt that authorities had 
not taken meaningful steps in fixing the issues caused in the 
year 2008, the year of the great recession. As a result, these 
countries' governments remain highly unstable, leading to low 
trust in institutions and higher demand for digital currencies.

I hypothesize that a decrease in people's trust in their govern-
ment and institutions affects the demand for cryptocurrencies. 
The main reason for this is when people lose confidence in 
their government, and the government’s monetary institutions. 
This could be due to various reasons, including but not limited 
to the head of the government then, lack of effort to improve 
the country's financial state after previous financial issues, poor 
dealing with the pandemic, and the form of government in 
which the person lives. All these issues lead to more and more 
people moving away from centralized currencies and moving 
to non- government-regulated and decentralized digital cur-
rencies.²¹ I will discuss this in more detail in the section titled 
– How does trust in institutions affect the demand for cryp-
tocurrencies?

Trust In Institutions:
Trust in institutions is essential for the progress of any 

country. Trust is the very foundation upon which the world's 
public institutions are built. Trusting in a public institution is 
important as it helps maintain social cohesion.²² Simply put, 
when the public trusts government institutions, it leads to the 
success of the government’s policies and regulations. If trust 
in these institutions were lost, it would lead to chaos in that 
specific region. Trust in institutions is also crucial in providing 
a sense of safety for citizens of that country.²³

Trust in institutions has always been unpredictable, as it de-
pends not only on people’s beliefs but also on the reliability of 
the government. This trust also varies from country to country. 
Countries with financial issues in the past usually have citi-
zens who need to be more trusting in their public institutions. 
While countries, where the government has been more stable 
tend to have citizens who are more trusting of their institu-
tions.²⁴

During the pandemic, it was observed that there was a 
massive decline in the trust in the government and its insti-
tutions. It was recorded to be the lowest that this trust has 
ever been. This was because governments needed to handle 
the COVID-19 virus better. People felt as though their gov-
ernments were incompetent and unreliable.²⁵ The methods of 
stopping the spread of the virus were considered poor, and the 
lack of proper infrastructure in many countries was exposed to 
the waves of the virus as there needed to be more oxygen cyl-
inders or beds in hospitals for most of the population in many 
countries. In European countries, millions of people saw a pay 
cut or lost their jobs. These people were supposed to be reim-
bursed by the government. However, when 3,000 households 
in Italy were surveyed, it was shown that only 12% of people 
were fully compensated.²⁶ This led to an even greater decline 
in trust in public institutions. 

As we move towards a new normal, trust must be rebuilt 
between the government and the public. This will take a very 
long process.  Matthew Bishop takes the view,²⁷ and examines 
various factors which need to be fixed to rebuild trust in gov-
ernments, such as the construction of better health facilities, 
promotion of social welfare, and compensation for all econom-
ic losses.
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On the other hand, most European and US citizens do not 
own cryptocurrencies because they consider them too risky. 
Only 29% of Germans, 32% of Britons, 33% of US, 36% of 
French, and 49% of Spaniards are willing to use a new effective 
cryptocurrency. These results prove that countries with a more 
stable monetary history are less open to new digital currencies. 
These countries also have much more stable and efficient gov-
ernments and therefore have greater trust in their institutions, 
leading to lower demand for cryptocurrencies.

This comparative survey further suggests that trust in insti-
tutions plays a part in the demand for cryptocurrencies. 

One major problem that has come up while talking about 
the demand for cryptocurrencies is their regulation by the 
government and the fact that in many countries, trading, own-
ing, and investing in cryptocurrencies has become illegal. The 
main reason is that these countries' governments have tak-
en this step because they are wary of cryptocurrencies' high 
volatility and decentralized nature.³³ These countries where 
cryptocurrencies are illegal can thus not come under this the-
ory’s classification.

Lastly, high social trust lowers the demand for various fi-
nancial assets, including cryptocurrencies. This can be seen 
especially in China according to a research study about this 
topic.³⁴ In this research study, we see that higher trust in insti-
tutions in China has a negative impact on cryptocurrencies. In 
comparison, lower trust in social institutions positively impacts 
cryptocurrencies. 

All this data and research show that my inference is correct 
and that trust in institutions does affect the demand for cryp-
tocurrencies. 
�   Conclusion
Therefore, in this study, I can provide evidence to support 

my hypothesis that trust in Institutions impacts the demand 
for cryptocurrencies. There is an inverse relationship between 
them; in areas with a higher rate of trust in public institu-
tions, there is a lower demand for cryptocurrencies. On the 
other hand, in areas where the rate of trust is lower in public 
institutions, the demand for cryptocurrencies is high. 

However, as trust in institutions is dynamic and likely to 
change over time, it is difficult to find regions where the de-
mand for cryptocurrencies is consistently high over a long 
period of time. Further, as shown by the data, regions with 
issues with their governments remain the regions with the 
highest demand for cryptocurrencies. This is because citizens 
of these regions usually feel that their government will let 
them down again, leading them to invest in a currency not 
regulated by them.

This is the conclusion brought out by my research study.
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ABSTRACT: Behavioral economics theories were used to evaluate Beyond Meat’s success in changing consumer tastes 
and preferences for plant-based protein in North America—mainly through its retail presence and partnerships with fast-
food restaurants. Conclusions were drawn through the analysis of Beyond Meat’s corporate decisions and various secondary 
sources, such as research conducted by Cattlemen’s Beef Promotion and Research Board, Kansas University, and Purdue. The 
study revealed that biases, including status quo, distinction, familiarity, anchoring, and confirmation, are extensive in consumer 
perceptions of plant-based meats, often requiring immense efforts in choice architecture and nudging to create changes in pre-
established habits such as meat consumption. However, by leveraging theories such as advertised responsibility, framing, nudging, 
herd behavior, and FOMO, Beyond Meat has significantly impacted the industry and the acceptance of plant-based meats. Biases 
pose problems in our day-to-day lives as change is required for improvement. Through exploring the factors in decision-making 
that influence human stagnance, we could alter the environment and context in which choices are presented through choice 
architecture, “nudging” consumers in the right direction. This can lead to low-cost and wide-scale change, such as more sustainable 
diets and reducing the impacts of imminent issues such as climate change.

KEYWORDS: Behavioral and Social Sciences; Other (Behavioral Economics); Nudge Theory; Choice Architecture; Plant-
based Meat Market.

�   Introduction
To reduce human behavior within a set of given rules would 

do injustice to the complexity of our minds; equally inaccurate 
would be the theories based upon such assumptions. Tradition-
ally, economists have studied an abstraction of human behavior 
referred to as ‘homo economicus’—a term first used by economist 
John Stuart Mill in the 19th century.¹ The model assumes that 
humans are purely driven by self-interest, make decisions with 
perfect rationality and information, and have unlimited cogni-
tive capacity. However, observation of our world and ourselves 
reveals that this is not entirely the case. We engage in altruistic 
behavior, such as charity or making purchasing decisions based 
on the ethical origins of products. We have limited thinking 
capabilities, are often flawed by cognitive biases and heuristics, 
and can only make choices from the information available.² 
Popularized in recent decades, behavioral economics develops 
and evaluates policies based on a more accurate reflection of 
human behavior—expanding upon the traditional model of 
‘Homo economicus’ by considering how humans respond and 
react to various circumstances. Given the immense influence 
of cognitive decision-making in markets, a review would be 
important for furthering the applications of these theories in 
present-day issues such as climate change. By leveraging the in-
terconnection of psychology and economics, policymakers and 
companies can guide the general public toward more beneficial 
outcomes without the need for as great of a monetary incen-
tive, which would otherwise be costly to implement.³ As a basis 
for this essay, I will use such behavioral economic theories to 
evaluate Beyond Meat’s success in changing consumer tastes 

and preferences for plant-based protein in North America, 
mainly through its retail presence and partnerships with fast-
food restaurants. Our various human cognitive biases, leading 
to resistance to unfamiliarity, pose problems in our day-to-day 
lives as change is required for innovation and improvement. By 
exploring and recognizing the factors in decision-making that 
influence human stagnance, we could alter the environment 
and context in which choices are presented through choice ar-
chitecture, “nudging” consumers to make more environmentally 
sustainable decisions.⁴ One area that could benefit from this is 
the food industry as “the global production of food is respon-
sible for a third of all planet-heating gases emitted by human 
activity.”⁵ While behavioral economics has seen a strong emer-
gence in recent years, very few resources have been allocated 
regarding the plant-based meat market. Although behavioral 
economics can be used subconsciously as marketing tactics, a 
more thorough acknowledgment and understanding of these 
theories will allow greater efficiency and effectiveness in apply-
ing these theories. Given the substantial influence of cognitive 
decision-making in consumer markets, a detailed review of its 
applications can further reveal its impact in present-day issues 
such as climate change and socioeconomic inequality.

To conduct a market analysis, background information was 
gathered through research, articles, news outlets, and readings 
of Beyond Meat’s own statements—while being cognizant of 
their potential bias. These sources may refer to changes in the 
plant-based industry or focus on Beyond Meat’s products spe-
cifically. In both cases, Beyond Meat maintains a significant 
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products specifically. In both cases, Beyond Meat maintains 
a significant market share in the industry, and changes to the 
entire sector will reflect their products to a certain extent. 
The applicable behavioral economic theories will be analyzed 
through research articles and publications describing the biases 
and their effects, such as Nudge by Richard Thaler or Thinking, 
Fast and Slow by Daniel Kahneman. The review will evaluate 
possible short-term and long-term barriers to transforming 
consumer habits due to bias and relevant economic factors 
from the currently available data.
�   Discussion
Context and Beef Market Analysis:
With technological developments and an increased pop-

ulation, our global meat consumption has tripled in the last 
50 years.⁶ This poses issues as meat production leads to vari-
ous negative externalities, defined as the cost to third parties 
not involved in producing and consuming goods. This occurs 
at the free market equilibrium price and quantity, which is 
where supply meets demand in a market without external 
interference from actors such as the government. As these 
negative external costs are not reflected in the market price of 
meat, the quantity being produced and consumed exceeds the 
socially optimum level, leading to market failure.

The negative externalities of beef production, labeled in 
Figure 1, come from sources such as the land and irriga-
tion required for livestock feed, the release of methane from 
cows, pollution from machine operation, eutrophication, 
and fertilizer use, all contributing to increasingly prevalent 
environmental issues. Furthermore, modern farms are of-
ten unsanitary and overcrowded, raising ethical questions. 
These practices have led to various diseases, such as AIDS, 
SARS, Ebola, and COVID-19, with “three out of every four 
emerging infectious diseases in humans originating in ani-
mals,” according to PETA.⁷ The repercussions of pandemics 
are immense, causing supply-chain disruptions and the loss 
of lives, economic potential, and GDP. These consequences 
result in welfare loss: the total cost to society, shown in gray. 
This signals that beef is overproduced and overconsumed at 
the current free market equilibrium PFME and QFME. In the 
interest of sustainability, it should be shifted toward the opti-
mal equilibrium at POPT and QOPT.

However, meat production on a large scale is necessary to 
keep up with the population growth in the United States of 
68.9% since 1970,⁸ with the average person in the country 
consuming 274 pounds of meat every year, a 40% increase 

Figure 1: Negative externalities of beef production in the United States.                                

increase from 1961.⁹ While researchers have proven that 
meat consumption is not necessary to maintain a healthy diet 
from 1961.⁹ While researchers have proven that extensive 
meat consumption is not necessary to maintain a healthy diet 
and that protein can be obtained through other foods such as 
seitan, tofu, and beans, various factors such as habit, culture, 
taste, preference, and marketing have led to meat remaining 
in most US consumers’ diets. 

According to Oxford University, consuming too much 
meat leads to heart disease, pneumonia, and diabetes.¹⁰ As 
illustrated in Figure 2, this further acts as a negative external-
ity from the consumption side as the U.S. healthcare system 
spends an estimated USD 180-250 billion annually treating 
meat-consumption-related illnesses.¹¹ Funded through tax-
payers, the welfare loss, shaded in gray, is equally significant.

If consuming meat poses so many issues, and there are so 
many alternatives, why aren’t most consumers switching? Veg-
etarian, vegan, and keto are among various plant-based diets 
that have surfaced, yet, groups such as vegetarians represent 
only 5% of all US consumers.¹² Through a behavioral lens, 
this may result from status-quo bias, which is rooted in sev-
eral underlying psychological factors. Examples include loss 
aversion, where embracing alternative options such as plant-
based meats pose a greater perceived risk than the apparent 
benefits, or from habits, where the comfort and familiarity of 
the current state create a resistance to change. Consequently, 
those who have grown up with meat may tend to stick with it 
throughout their lives.

The issue of convenience also exists—you would not have 
trouble finding a restaurant selling meat options. However, 
vegetarian or vegan alternatives are a lot more scarce, with 
only 1471 purely vegetarian and vegan restaurants in the 
United States (2020) out of more than 1 million in total.¹³ 
This makes it difficult for consumers to switch, and thus, it 
is also unappealing for producers to offer such options due 
to the small consumer base. Suppose we are not leaving 
meat anytime soon: would it be possible to develop a substi-
tute product that is almost identical in taste, texture, smell, 
and look, addressing the issue of human stagnancy? This 
introduces plant-based meat, aiming to address the afore-
mentioned negative externalities while developing a product 
that consumers may find easier to switch to. Founded in 2009, 
Beyond Meat pioneered a new approach to the plant-based 
meat industry.  The CEO of Beyond Meat, Ethan Brown, be-
lieves that they can change consumer tastes and preferences

Figure 2: Negative Externalities of Beef Consumption in the United States.                                
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through their pea-based patties. And so far, it is working, 
finding itself in supermarkets, media headlines, and large-
name partnerships with fast-food restaurant chains such as 
A&W, KFC, McDonald's, and Tim Hortons. Since then, 
various companies such as Impossible Meats have looked to 
compete in the global plant-based meat industry valued at 
USD 8.5 billion (2021) and expected to reach USD 24.8 bil-
lion by 2030.¹⁴ However, Beyond Meats remains a significant 
player in the industry, holding a 22% market share as seen in 
Figure 3.

Even though plant-based meat has been around since 
the 1970s, the primary difference between the Californian 
start-up and previous attempts is that pre-existing plant-
based burgers had a small market of vegetarians and vegans 
and a poor reputation for having bad taste, with 90% of re-
spondents claiming that beef burgers tasted better than 
plant-based alternatives.¹⁶ On the other hand, Beyond Meat 
targets meat-eaters and flexitarians: a primarily plant-based 
diet with the occasional incorporation of meat. This is done 
by trying to imitate the look and taste of actual meat, provid-
ing a healthier, more appealing, and more environmentally 
sustainable substitute for consumers. While a possible and 
commonly suggested solution to reducing meat consumption 
would be to increase taxation, this may pose downsides for 
low-income families as food, a necessity, would become less 
affordable. An alternative would be to offer a substitute for 
consumers who can afford it, decreasing the demand for meat 
consumption, reducing its negative externalities from Ne to 
Ne1 and welfare loss from the darker to the lighter shaded 
region in Figure 4.

Figure 3: Market share for plant-based meats.15                                

Figure 2: Negative externalities of beef consumption in the United States 
with the introduction of substitute goods.

However, as of 2022, rising food prices, living costs, sup-
ply-chain disruptions, and international conflicts, among 
various factors, have led to Beyond Meat incurring net loss-
es of USD 100.5 million, leading to plummeting shares and 
doubts raised by investors. Despite the current economic en-
vironment, however, approaching the issue through the lens 
of behavioral economics may provide further insight into the 
industry's long-term prosperity.

Short-term Analysis:
Partnerships with fast-food restaurant chains, constituting 

USD 304.8 billion in U.S. consumer spending,¹⁷ have allowed 
Beyond Meat to access a more extensive consumer base. Tar-
geting the fast-food industry may be beneficial as there is a 
smaller focus on meat quality compared to other preparation 
methods. Consumers eat for taste, enjoyment, convenience, 
and lower prices in the fast-food industry. The taste of the 
patties is often hidden behind sauces, condiments, and a 
subconscious taste bias from marketing strategies due to an al-
ready existing habit for producers to disguise low-quality meat. 
Analyzing this approach, the primary focus will be the data 
collected from consumer demand for Beyond Meat burgers in 
both fast-food restaurants and retail stores, where meat quality 
is less of a focus. This section draws draw four barriers to con-
verting consumer choice in the short-run: anchoring, status 
quo, distinction, and familiarity bias.

Proposition 1: Anchoring Bias:
Anchoring bias refers to the human tendency to over-rely 

on initial pieces of information, the “anchor,” when making 
decisions or estimates. This is particularly prevalent when 
consumers encounter unfamiliar environments and situations, 
seeking out reference points to make judgments. Consequent-
ly, this may lead to biased decisions as the consumer strays 
from rational reasoning. Within the plant-based meat market, 
consumers may experience anchoring bias when confronted 
with the choice of plant-based meat alternatives as it is con-
sidered to be relatively new. In this case, the closest anchors 
can be either the last vegetarian burger the consumer has tried, 
which is different from Beyond Meat’s line of products, or the 
information they have received from their external sources 
such as advertisements or word of mouth. 

The effect of this bias is noticeable in a research survey 
conducted by Kansas University and Purdue on consumer 
perceptions of meat compared to plant-based alternatives. It 
is important to note that it was funded by Cattlemen’s Beef 
Promotion and Research Board, a “research program designed 
to increase the demand for beef,”¹⁸ signifying that the results 
may be skewed in preference for traditional meat.

Figure 5: Hamburger vs. plant-based protein value perceptions indicating 
Better or Much Better.19 
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Figure 5 indicates the percentage of survey participants 
that ranked either plant-based (green) or hamburgers (red) as 
“Better” or “Much Better” compared to each other for specific 
categories, with the remaining respondents falling somewhere 
in between. It should be noted that while hamburgers are rat-
ed higher than plant-based burgers in every aspect, there are 
categories where the results are comparable. As expected, the 
most appealing factors of plant-based meats rely on consum-
er morals, with animal welfare rated at 40%, environmental 
impact at 37%, and sustainability at 32%. That being said, 
the ratings of plant-based burgers on taste, price, appearance, 
convenience, freshness, origin, ingredient list, naturalness, and 
nutrition fall significantly behind that of hamburgers. This 
poses a significant issue as consumers generally would place 
heavier emphasis on taste and price when purchasing food, as 
opposed to environmental impact. This may point to a setback 
of advertised responsibility, where consumers may only feel in-
clined to buy one good over another from a moral perspective 
if both goods are relatively similar in their primary utility, in 
this case, taste. 

However, anchoring bias is particularly noticeable for the 
more objective categories, such as animal welfare or envi-
ronmental impact. While taste may be subjective, it is nearly 
indisputable that plant-based meats—involving no animal 
killing in their production—should be rated higher than 
hamburgers for animal welfare. Yet, of the participants, 44% 
believed that hamburgers, relying on animal slaughter, were 
either “Better” or “Much Better” than plant-based alternatives 
for animal welfare and the environment. This points to the 
significance of both imperfect information and biases, going 
against the previously made assumption of homo-economic-
us, where all actors can make perfectly rational decisions. 
Consequently, we can observe an over-reliance on unverified 
information or beliefs when forming consumer perceptions. 
Most of the results could be attributed to anchoring bias, as 
seen in the following Figure 6, 65% of the survey respondents 
have not consumed plant-based meat within the last month.

Thus, some participants would be relying on previous ex-
periences with plant-based burgers or perceptions developed 
through interactions with others. Therefore, imperfect knowl-
edge and anchoring bias toward plant-based hamburgers may 
play a significant role in these survey results.

Seen as the lowest consumer perception rating for tradition-
al meat is 40% for Environmental Impact and approximately 
the same for similar categories; around 40% of respondents 

Figure 6: Consumption in the past month of plant-based burger patties or 
ground crumbles.                                

appear to be biased in favor of traditional meat. However, 
bias can go both ways. A similarly objective category is price. 
Plant-based burgers are, on average, 70% more expensive than 
regular-meat hamburgers.²⁰ Factoring extreme deviations 
from this average, plant-based burgers would, at the very least, 
be expected to have a similar price to regular burgers due to 
their higher production costs. Either way, respondents should 
not perceive plant-based alternatives as “Better” or “Much 
Better” in terms of price compared to regular meat, leading to 
approximately 10-15% of consumers being irrationally biased 
in favor of plant-based burgers. Overall, these results point to 
a growing plant-based meat consumer base and the remaining 
work to do in converting the population to new habits against 
various biases.

Proposition 2: Status Quo Bias:
As explained in Kahneman’s Anomalies: “[...] individuals 

have a strong tendency to remain at the status quo, because the 
disadvantages of leaving it loom larger than advantages.” (197-
198)²¹ In the case of regular meat consumption, there would 
need to be a change in dietary, cooking, and purchasing habits 
if consumers were to switch to plant-based meats. The effort 
required to change will likely dissuade most consumers from 
converting to a new diet, even with advertised and proven ben-
efits. However, as seen in the first proposition, most consumers 
may not even have access to or accept these advantages. Con-
sequently, anchoring bias and a lack of information may cause 
apparent disadvantages to seem even greater, furthering the 
effects of the status quo bias and the resistance to change. 

A solution Beyond Meat has pursued is reducing the signif-
icance of change and normalizing eating plant-based meats, 
such as attempting to replicate the taste, texture, and cooking 
style of regular meat. However, they have also placed signifi-
cant care in the choice architecture surrounding its products 
by “organizing the context in which people make decisions”²² 
to influence consumer decision-making. Choice architecture 
aims to design environments that help individuals make ben-
eficial choices without restricting freedom, often employing 
nudges. As stated by Richard Thaler, “to count as a mere nudge, 
the intervention must be easy and cheap to avoid. Nudges are 
not mandates: Putting apples at eye level counts as a nudge.”²² 
In this case, Beyond Meat prides itself as the “world’s first 
plant-based burger sold in the meat case”²³ in North Amer-
ican grocery stores.

Figure 7: Beyond Meat burger patties at Canadian Loblaws in the meat 
freezer, the author took the photo on May 8th, 2022.                                
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This is a significant step in increasing accessibility and 
convenience for consumers. As seen in the above Figure 7 
and Figure 8, consumers can follow their purchasing habits 
of visiting the meat section and still encounter the option of 
plant-based patties. Although this has raised controversy as the 
product is not actually “meat,” it exposes the target audience of 
meat-eaters and flexitarians to this substitute good, facilitat-
ing the change by making the product align with established 
habits. The exposure is furthered by the company’s partner-
ships with fast-food restaurants such as Mcdonald’s to ensure 
that the alternatives are offered widely at established locations. 
This collaboration increases the likelihood of consumers try-
ing the new alternatives as fast-food restaurants already have 
a regular consumer base. By readily offering these products 
at convenient locations, consumers may be more inclined to 
try plant-based meat instead of exerting the additional effort 
of going through a plant-based aisle or entering vegetarian 
restaurants when searching for alternatives. However, this may 
lead to other barriers such as distinction bias that counteract 
this goal.

Proposition 3: Distinction Bias:
Placing plant-based and regular burgers in the same context 

could lead to distinction bias, where two options are con-
sidered more different when compared side by side. This is 
due to individuals evaluating and making decisions based on 
relative differences rather than the absolute values of either 
choice. Where plant-based meats may have been an appeal-
ing choice on their own, the presence of traditional meat may 
lead to consumers becoming more aware of the differences 
between Beyond Meat burgers and traditional meat, driving 
the negative stigma around plant-based meats being unnatural 
and, thus, irrationally assumed to be less healthy. Plant-based 
patties are considered processed and are often referred to in 
the media as “lab-grown.” This contributes to a negative per-
ception of plant-based meat as less natural, as indicated by a 
significant gap in “naturalness” perception shown in Figure 5 
of 54% compared to 23%. This framing of information draws 
a difference between the two products and contributes to the 
negative stigma surrounding plant-based meat being “fake.” 
Consequently, this may decrease the effectiveness of the choice 
architecture surrounding plant-based meats next to tradition-
al meat. As a result, consumers have become more conscious 
of the exact contents of plant-based alternatives. According 
to Market Research Firm Mintel, consumers are looking for 

Figure 8: Beyond Meat sausages at Canadian Loblaws next to the real 
meat, the photo was taken on on May 8th, 2022, by the author                               

recognizable ingredients and packaging similar to real meat, 
with over 70% of consumers reading the label before buying 
a meat alternative they’ve never had before.²³ This plays on 
the familiarity bias, where consumers feel more comfortable 
purchasing and consuming what they know.

Proposition 4: Familiarity Bias:
Being able to recognize certain ingredients reduces the “un-

naturalness” that is often associated with plant-based meats. 
These variables were also studied in the research survey con-
ducted by Kansas University and Purdue,¹⁹ where respondents 
were presented with choices in two contexts. The first is Figure 
10, with the nutrient contents of two burgers and their calorie 
count—the second, in Figure 11, with the ingredient list. 

Figure 9: Choice option between beef and Beyond Beef in the presence of 
nutrient contents.                               

Figure 10: Choice option between beef and Beyond Beef in the presence of 
an ingredient list.The respondent data is recorded below in Figure 11.
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Beyond leads the personal incentives of healthier purchasing 
decisions, humans are also susceptible to judgment from others, 
resulting in herd behavior. The heuristic describes the human 
tendency to act similarly to the majority or what they perceive 
to be the majority. This is particularly problematic in creat-
ing change from a pre-established context, such as a culture 
embedded in meat consumption, as most actions go against 
the change. However, herd behavior also leads to trends. Over 
the past decade, the media has given significant attention to 
imminent environmental issues. Thus, Beyond Meat is equally 
advertised as a means for consumers to save the environment 
through their diet. Consumers feel inclined to participate in 
this trend while also feeling good about themselves due to an 
apparent environmental benefit. However, movements, while 
effective in the short term, may be less effective in the long-
term, which is necessary for permanent changes in consumer 
tastes and preferences. As seen by the recent decline of Beyond 
Meat, one questions whether the plant-based diet shift will 
last.

Long-term Analysis:
Having experienced a 46% increase in dollar sales from 2019 

to 2020, the sudden flattening of growth from 2020 to 2021 
may indicate a decline in the industry as seen in Figure 13.

However, this can be attributed to various factors, such 
as FOMO (Fear of Missing Out) only being effective in 
the short-term, inflation levels, increased competition, sup-
ply-chain disruptions, and counter-advertising from the meat 
industry—revealing that the sale stagnancy may be short-term 
and not as concerning. 

Proposition 1: Fear of Missing Out:
Firstly, partnerships with fast-food restaurants have been 

advertised as “limited time” deals, which use the FOMO and 
loss aversion bias by encouraging consumers to try the Beyond 
Meat products before they are gone. Fear of Missing Out is 
a psychological unease coming from the anxiety that others 
have rewarding experiences or opportunities that one is absent 
from. Whether it be due to societal influence and pressure or 
the fear of regret, consumers can be influenced into purchasing 
goods that are only available temporarily. While this technique 
seems to be effective in the short-run with about two-thirds of 
Americans having tried plant-based meats in the past year, the 
long-run change in consumer behavior remains for only 20% 
of Americans who eat it once a week.²⁴ From a sustainability 
standpoint, the lack of long-term commitments to the product 
is concerning, particularly as the trend fades from media cov-
erage. Thus, certain approaches may need to be taken, such as 
re-framing the consumption of plant-based meat products as 

Both ingredient lists and nutrient contents yield higher 
choice levels from respondents than with no labels: in the 
presence of more information, consumers are more likely to 
pick the healthier alternative of Beyond Meat. According to 
research by The Food Information Council on U.S. house-
holds, 47.9% of consumers wanted access to more information 
on plant-based meat, such as the complete ingredient content, 
before trying them.²⁴ Despite the difference in respondent 
choice with more information, the nutrient contents shown 
in Figure 10 were somewhat misleading as regular beef can 
also be broken down into constituent parts, such as being 75% 
water, rather than exaggerating the differences between the 
choices.²⁵ This may further the distinction bias as many of 
the listed ingredients for plant-based meats such as water or 
sodium are also present in regular meat, which on the other 
hand, is listed as “100% Beef.” While certain consumers may 
be more attracted to familiar ingredients in the plant-based 
patty, others may be dissuaded by the long list of scientific jar-
gon, causing important differences to be downplayed as it is 
saturated by less relevant and possibly unfamiliar information. 
Thus, in a market environment, packaging could highlight the 
health benefits of Beyond Meat more explicitly, such as the 
ones found at a Canadian Loblaws shown below in Figure 12 
emphasizing the reduced saturated fat content (in turquoise), 
which could otherwise be lost in the information overload.

Thus, the presence of increased information can be effective 
in reducing consumer irrationality as it can lead to more edu-
cated and informed purchases. However, there could be further 
research exploring if effective packaging and presentation of 
information to greater change in consumer behavior.

Figure 11: Respondent choice distribution in different testing conditions.
.                               

Figure 13: Plant-based meat and seafood dollar sales, U.S. retail, 2018-
2021.26                             
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Figure 12: Beyond Meat burger patties at Canadian Loblaws with “New 
Look” packaging, the author took the photo on May 8th, 2022.
.                               
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long-term commitments or even reworks to the product itself. 
This is necessary for not only the plant-based meat industry 
but others based on environmental sustainability, as trends are 
insufficient to create permanent change. However, while biases 
may be at play, there are other significant economic factors that 
may be responsible for the recent slowing in growth.

Proposition 2: Competition, Inflation, and Supply-Chain 
Issues:

Firstly, the recent decline of 13.9% in Beyond Meat year-
over-year sales²⁷ could also be associated with the increased 
competition that the start-up is facing. Although the plant-
based industry experienced no expansion, specific competitors, 
such as Impossible Foods, gained USD 500 million in funding 
during a period of “record growth.”²⁸ As other companies bat-
tle for market share, Beyond Meat may experience decreased 
revenues.

Secondly, as the decline has been particularly prevalent in re-
cent years, it could be associated with supply-chain issues and 
rising food prices. The high level of inflation has been steadi-
ly increasing, reaching as high as 8.5% in the United States²⁹ 
and 7.6% in Canada as of July 2022.³⁰ This may lead to an 
increase in consumer price awareness and decreased spending 
due to higher costs. However, inflation represents a persistent 
increase in the average price levels of most goods and services. 
Thus, it is not unique to plant-based meat sales and would 
require a larger context of analysis. The following data table 
from Good Food Institute draws a comparison between the 
market changes in plant-based meat to conventional meat. 

As seen in Figure 14, while frozen and refrigerated conven-
tional meat dollar sales increased by 1%, their unit sales decline 
was larger than that of plant-based meats: -4% compared to 
-3%. As well, the average price unit change of 6% indicates 
that increased prices completely drove the conventional meat’s 
dollar sales growth. Although the plant-based meat industry 
had no change in dollar sales over 2020-2021, it performed 
better than conventional meat in consumer demand as it ex-
perienced a lower loss of unit sales. The decreased unit sales 
of conventional meat would also reduce negative externalities 
associated with meat consumption and production, possibly 
indicating a more sustainable trend to emerge.

Finally, inflation may result from supply chain disruptions 
and ingredient shortages, demonstrating that the decrease in 
demand for Beyond Meat products may be price-driven and 
unrelated to the consumer’s tastes and preferences. Canada, 
the largest producer of yellow peas, experienced an extreme 
drought over the 2020-2021 summer. 

Figure 14: Dollar sales, unit sales, and average price per unit of plant-based 
meat and conventional meat 2020 to-2021.26                             

The extreme weather conditions led to a decrease in supply 
(S to S1) in Figure 15, causing a 45% decrease in yellow pea 
production (Q to Q1) and an increase in pea prices by 120% (P 
to P1) compared to last year.³¹ Overall, this would contribute 
to higher production costs for Beyond Meat as yellow peas are 
their primary ingredient, leading to higher prices. However, 
such extreme weather conditions can be considered short-
term and unpredictable, indicating that the fall in Beyond 
Meat sales may be temporary. With climate change leading 
to harsher weather conditions and impacting industries try-
ing to address the issue, the concern of environmental harm 
appears to be self-perpetuating and only furthers our need to 
take prompt action.

Proposition 3: Counter-Advertising from an Established 
Meat Industry:

There exist advertising campaigns from a well-established 
meat industry. The firms want to increase demand for tradi-
tional meat and, by doing so, may use methods to decrease 
the need for substitute goods. With substantial funding due 
to their scale, the firms can run expensive ad campaigns that 
criticize plant-based meat for being “unnatural.” This con-
tributes to confirmation bias, where consumers are more 
likely to remember and favor information that agrees with 
their previous beliefs and values. If past convictions consist of 
negative perceptions of plant-based meats, as some may result 
from previous vegetarian burgers, then consumers may be-
come more hesitant towards change. As explored throughout 
the analysis, many of the barriers to transforming consumer 
habits are due to biases involving ideologies and the lack of 
factually correct information. Consequently, in a free market, 
traditional meat firms that have the necessary resources and 
economies of scale to maintain control over the industry may 
continue to do so by playing on psychological factors that 
influence human decisions. However, with plant-based meat 
being considered a possible solution to the negative external-
ities of meat production and consumption, governments may 
need to implement policies that support plant-based firms. 
Whether it be increased spending on research and develop-
ment, advertisement, or subsidies for crop farmers, the free 
market may take too long to accept plant-based alternatives 
as the standard. However, despite the concerns about the sud-
den halt of growth, many factors appear to be widespread and 
short-term, shedding a positive light on the issue.

Figure 15: Effects of extreme drought in Canada on the yellow pea market.                             
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Recommendations for Future Research:
The plant-based industry is just emerging, and like the 

products and firms, there remains significant work and ar-
eas to explore. As there is insufficient information within the 
field to confidently reach certain conclusions, I have proposed 
recommendations for future research based on the findings in 
this review.

1. A more balanced comparison of choice options between 
Beef and Beyond Meat Burgers:

a. As discussed in Proposition 4: Familiarity Bias Figure 
10, the presentation of the ingredients list for both types of 
beef burgers is unjustly exaggerated, potentially leading to 
inaccurate results. A survey that takes into account all the 
ingredients within traditional beef patties in the same man-
ner that plant-based meat was presented may lead to a more 
balanced comparison of the two products. This may increase 
the familiarity that consumers feel towards Beyond Meat as 
it would closer resemble traditional meat, leading to a greater, 
and more equitable change in favor of Beyond Meat burgers 
as an option. In addition to this fact, the images presented 
are also unjustly compared as different elements are present 
in the burgers, such as cheese being in the traditional burger. 
Therefore, a new survey with more variables being controlled 
would also be beneficial.

2. Evaluating the effectiveness of packaging and presen-
tation of information to highlight important benefits of 
plant-based alternatives:

a. As discussed in Proposition 4: Familiarity Bias Figure 
12, Beyond Meat implemented packaging that highlights 
the low saturated fat content, among other incentives to en-
courage the consumer to purchase the beef. As the survey 
from Kansas University and Purdue presented the nutrient 
contents and ingredients list in a linear and cluttered way, 
consumers may default to their habits as information was not 
appealing to read and not reflective of an the actual product at 
the grocery store. Instead, a survey with Beyond Meat’s pack-
aging should be compared to traditional meat’s packaging to 
create a more accurate representation of consumer choice, 
while also allowing necessary information and comparisons 
to be highlighted for the consumer. 

3. Understanding why consumers fail to integrate plant-
based meat into their diets:

a. With around 67% of Americans having tried plant-based 
meats last year and only 20% who continue to consume it once 
a week, it would be important to understand why plant-based 
meat fails to remain in consumers’ diets. Whether it be the 
product itself, the price, availability, or biases, there is insuffi-
cient available information to make necessary adjustments and 
changes. Therefore, a point of further research could be a sur-
vey that seeks to understand the reasons why respondents who 
have tried a plant-based product once opted not to do so again.
�   Conclusion
The current state of meat consumption is unsustainable, 

producing various negative externalities. As a result, nu-
merous efforts have been made to shift consumer behavior 
towards more sustainable diets involving meat substitutes. 
However, as demonstrated through Beyond Meat’s successes 

and downturns, biases such as status quo, distinction, famil-
iarity, anchoring, and confirmation, are extensive and often 
require immense efforts in choice architecture and nudg-
ing to create changes in pre-established habits such as meat 
consumption. Nevertheless, Beyond Meat has significant-
ly impacted the industry by improving consumer taste and 
preferences for plant-based products. Behavioral economic 
theories such as advertised responsibility, framing, nudging, 
herd behavior, and FOMO, whether applied intentionally or 
not, can be used extensively to evaluate Beyond Meat’s ex-
pansions—being conscious of such notions can lead to more 
effective changes moving forward. Looking into subsequent 
years, whether the decrease in sales of Beyond Meat and the 
plant-based meat industry is short-term or long-term will 
play a significant role in the future health of our environment 
and climate. As research in the field improves the quality and 
price of the products, and as the firms develop economies of 
scale, it could be expected that the demand would re-increase, 
considering that the environmental and health benefits are 
undeniable. However, considering barriers such as biases and 
the meat industry, the time needed for changes as immense 
as altering human nature, and the tradition of meat consump-
tion, this change may take generations to form.
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ABSTRACT: For over a century, scientists have sought to uncover the neurological correlates of intelligence. With recent 
advancements in neuroimaging technology, neuroscientists have been converging upon the neurological correlates of intelligence. 
This review compiles the most current and relevant evidence, from all perspectives, concerning the manifestation of intelligence in 
the brain. A network-based approach to intelligence was utilized during this review, relying on the flexible interactions between 
the intrinsic connectivity networks to explain intelligence. Indeed, the brain’s most important intrinsic connectivity networks 
were the frontoparietal control network and the cingulo-opercular network, the brain’s two control networks. The review begins 
with understanding the neural correlates of intelligence task processing and intelligence differences. Then, the final section of this 
review reveals the two most important threads connecting the various perspectives on intelligence: neural networks and neural 
flexibility. Through these threads, this review attempts to identify the neurological core of intelligence, opening the door for 
convergence upon a holistic approach to intelligence in the near future.

KEYWORDS: Behavioral and Social Sciences, Neuroscience; Intelligence; Perspectives; Networks; Flexibility.

�   Introduction
Intelligence, defined by the American Psychological Associa-

tion as “the ability to derive information, learn from experience, 
adapt to the environment, and correctly utilize thought and 
information,” has remained a topic of debate within the neu-
roscientific community. There have been many prominent 
theories that attempt to understand the neurological basis 
of intelligence, including the Neural Efficiency Hypothesis,¹ 
Parieto-Frontal Integration Theory (P-FIT),² and the Mul-
tiple-Demand (MD) Theory,³ the Process Overlap Theory,⁴ 
and The Network Neuroscience Theory of Intelligence.⁵ This 
review attempts to cover the extensive evidence pertaining to 
intelligence to combine these various theories of intelligence 
into a more holistic view of intelligence in the brain. By no 
means will this review be able to cover every finding and ev-
ery aspect of the neurological correlates of intelligence, but this 
review serves to highlight the most important aspects of the 
brain for intelligence.

Broadly, this review will analyze the neural correlates of 
intelligence through the connectivity of the major intrin-
sic connectivity networks (ICNs) within the brain. First, the 
review will examine the neural correlates of intelligence task 
processing through the functional and structural connectivity 
of the brain’s ICNs. Next, the neural correlates of intelligence 
differences will be investigated, examining how the system 
outlined in the first section is augmented in higher-intelli-
gent individuals. Last, the various intelligence models will be 
connected to produce a more holistic approach to the neural 
correlates of intelligence. Because this review doesn’t attempt 
to propose a new theory of intelligence but rather identify the 
most important neural components for intelligence, this review 
will be more descriptive of intelligence than prescriptive. 

�   Discussion
In 1904, Spearman recognized that a common factor, g, 

existed among the diverse cognitive abilities contributing to 
intelligence.⁶ Jung & Haier in 2007 felt poised to answer the 
question regarding the neural correlates of intelligence (g). 
Similarly, I am poised to expand upon their model and oth-
ers by combining the regional associations of intelligence with 
the connectivity dynamics associated with intelligence. This 
analysis will explain multiple questions related to the neural 
correlates of intelligence: what neural dynamics underlie the 
human ability to approach a task? How are the functional and 
structural dynamics of the ICNs manipulated to increase hu-
man intelligence capabilities? Finally, how do these findings 
bring together the theories of intelligence?

Intelligence Task Processing :
This section attempts to answer the first question: what 

neural dynamics underlie the human ability to approach an in-
telligence task? In 2007, Jung & Haier compiled an extensive 
review of studies that examined the regions involved in intelli-
gence. Combining functional and structural associations, Jung 
& Haier implicated regions within the dorsolateral prefron-
tal cortex (DLPFC), superior parietal lobule, inferior parietal 
lobule, anterior cingulate cortex (ACC), temporal lobes, and 
occipital lobe.² Jung & Haier compile these regions into the 
Parieto-Frontal Integration Theory (P-FIT), which outlines 
six stages of intelligence processing. This stage of the review 
will be similar in that respect, with the following stages of in-
telligence processing: (1) Humans gather and process sensory 
information through auditory and visual means, triggering a 
task-positive neural state; (2) As basic perceptual processing 
is fed forward to the control regions, downstream control is 
initiated; (3) Rule generation begins, with the control regions 
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flexibly recruiting downstream regions to obtain task-relevant 
information; (4) Once a rule is reached, this rule is applied 
through downstream working memory manipulation to find 
a solution; (5) The cingulo-opercular network (CON) sends 
this solution down towards the striatum which sends the mo-
tor response down to deeper subcortical structures; (6) Errors 
in intelligence processing are recognized by the CON and the 
frontoparietal control network (FPCN) facilitates the changes 
in downstream control necessary to correct the mistake.

It is important to note that the research devoted to task-pro-
cessing dynamics associated with intelligence is relatively 
small. So, this section primarily consists of studies on cogni-
tive control, which will be augmented by the few studies that 
discuss relevant task-processing features of intelligence. Since 
intelligence is a flexible means of implementing cognitive 
control, this approach is relevant, and I believe I can eluci-
date many important facets of intelligence that otherwise go 
unrecognized. Further, minute temporal dynamics are largely 
unknown for the neural processes in intelligence tasks. Using 
more recent scientific evidence, this section proposes a model 
for the processes our brain undergoes in attempting to solve 
intelligence tasks and suggests possible mechanisms that these 
networks use to achieve these functions. This model does not 
try to explain the temporal dynamics for intelligence tasks fully 
but instead organizes our current evidence of neural processing 
during intelligence tasks into a coherent temporal framework.

As individuals prepare for an intelligence task, the brain must 
be driven into a task-positive state from a resting state. Re-
cent evidence has suggested that the dorsal posterior cingulate 
cortex (dPCC) is a perfect candidate for this function. With 
the PCC being the central hub of the default mode network 
(DMN), the dPPC has extensive connections to DMN nodes. 
Still, it is also widely connected with many other intrinsic con-
nectivity networks, including the FPCN, CON, and dorsal 
attention network (DAN).⁷-¹¹ The widely integrative func-
tional connectivity of the dPCC indicates greater functional 
relevance beyond the DMN, and recent evidence supports this 
claim. The dPCC is very active when individuals wait for an 
external cue to action, which involves high vigilance. However, 
activity falls when externally-directed attention on a specific 
task has been initiated.¹⁰ From these results, Leech and col-
leagues conclude that the dPCC controls the balance between 
internally and externally directed control.¹⁰ The mechanisms 
through which the dPCC enables the transition between at-
tentional states is by influencing global metastability within 
the brain.¹² Metastability is a vague concept in the neuroscien-
tific literature. However, this review utilizes Leech and Sharps’ 
definition of metastability, where metastability reflects the 
variability of neural activity within the ICNs over time.¹² High 
metastability, reflecting highly variable neural activity, was as-
sociated with high PCC activity and enabled rapid transitions 
between neural states.¹³ Therefore, the PCC likely tunes the 
brain's metastability, enabling the brain to enter a broadly fo-
cused state that enables highly flexible adjustments of neural 
connectivity to meet incoming demands. 

Once the task begins, sensory stimuli flood our cortical sen-
sory systems. Since the visual system is the most likely source 

of task-relevant information during intelligence tasks, this 
review will focus on its mechanisms specifically. The visual 
system hierarchy begins with specific feature processing in the 
striate and extrastriate cortex. The feedforward projections 
then divide along the ventral and dorsal pathways, encapsulat-
ing the visual system’s ‘what’ and ‘where’ pathways, responsible 
for object recognition and the spatial location of an object, 
respectively.¹⁴ With greater relevance later in the review, the 
temporal cortex is involved in object recognition processing, 
while the parietal cortex is responsible for the spatial location 
processing for visual stimuli. As the stimuli are fed forward, 
the attention networks likely become activated and begin the 
downstream control of visual regions. Indeed, evidence sug-
gests that the ventral attention network (VAN) can redirect 
the DAN to unexpected or unattended stimuli,¹⁵ providing a 
mechanism for attentional resources being directed towards 
new task-relevant stimuli. The initial attentional focus would 
aid in identifying the object and spatial location identification. 

The right anterior insula (aINS) likely enables the switch 
between DMN and FPCN activity, initiating control signals 
and giving the FPCN access to salient external and internal 
information.¹⁶ This evidence implicates the CON in utilizing 
the high metastability facilitated by the dPCC to transition 
global network activity into the specific task-relevant activa-
tion patterns necessary to meet task demands. The CON is 
responsible for task-set maintenance and control allocation,²⁹, 
³²-³⁵ and the ability to direct global network activity to task-rel-
evant states might be a mechanism the CON uses to achieve 
these functions.

Proper modulation of incoming information is necessary to 
prevent the control networks from reaching cognitive capacity. 
It provides the control networks with sufficient information 
to direct their neural control in behaviorally salient ways. The 
feedforward communication to the prefrontal cortex occurs 
through both corticocortical connections and subcortical 
modulatory pathways. Cocchi and colleagues demonstrated 
that the FPCN and CON could rapidly and flexibly obtain 
information processed by other specialized systems such as 
DMN, visual, and sensorimotor systems to achieve optimal 
goal-directed behavior.¹⁷ In filtering unnecessary information, 
the subcortical systems direct the control systems in goal-ori-
ented ways while reducing the control systems’ cognitive load. 
The mesocortical dopamine system has been demonstrated 
to be one of the significant modulatory systems. It initiates 
and maintains motivation in the brain,¹⁸ and prepares the 
prefrontal cortex (PFC) for incoming sensory information 
through dopaminergic pathways connecting the midbrain to 
the PFC.¹⁹,²⁰ Indeed, dopamine can excite or inhibit infor-
mation transmission, filtering sensory information received 
by the PFC and enabling information to be encoded into the 
working memory.²¹-²³ Another region within the mesocortical 
dopamine system, the striatum, is also relevant for directing 
the control networks toward task goals. Importantly, it must 
be noted that the striatum plays a more fundamental role in 
neural function than what will be covered in this review, with 
neuroscientists only beginning to understand its functions. 
With respect to intelligence, the striatum generates a future 
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response strategy faster than the prefrontal cortex.²⁴ When ap-
proaching an intelligence-based cognitive task, the problem is 
usually novel, requiring a rapidly constructed strategy for task 
completion that could not have been planned previously. Thus, 
the striatum is crucial in biasing control networks towards be-
haviorally salient processing according to rapidly constructed 
plans for goal completion.

More broadly, the basal ganglia likely functions like a 
switchboard activating the control networks while deactivat-
ing the DMN.²⁵ This function is very similar to the function 
of the CON described above, and it is unclear how these two 
mechanisms relate to one another; however, the basal ganglia 
may prime the control regions for incoming information, for 
which the CON is responsible for more direct activation of 
the FPCN. As such, the basal ganglia likely capitalize on the 
metastability provided by the dPCC to coordinate a goal-ori-
ented plan and activate the control networks to assert control. 
A recent review outlined the importance of the thalamus as a 
gated relay station for cortical and subcortical connections.²⁶ 
Specifically, the thalamus has modulatory mechanisms that 
regulate the relay of information from sensorimotor regions 
and the basal ganglia to the brain’s frontal regions. Recent ev-
idence also points to bilateral regions in the anterior thalamus 
as being a critical node of the CON,²⁷,²⁸ and the anterior thal-
amus likely assists in the functions of the CON that will be 
discussed later.

With information being fed to the control networks, con-
trol must be implemented by the control networks to achieve 
task goals. Understanding the structural connections of CON 
regions is critical for understanding how the CON functions 
during intelligence tasks. The dorsal anterior cingulate cortext 
(dACC) has a much more isolated role, likely being responsible 
for determining the when, where, and how of control alloca-
tion;²⁹ meanwhile, the aINS has a much more integrated role, 
detecting salient features for additional processing and direct-
ing other brain networks.¹⁶,³⁰,³¹ Together, these two regions 
are important for task-set maintenance and control alloca-
tion.²⁹,³²-³⁵ Task-set maintenance requires the maintenance 
of task state network dynamics and determining the relevant 
information. Downstream, the CON likely achieves stable im-
plementation of task sets in sensorimotor regions,³⁶ serving as 
a mechanism for deciding relevant externally derived informa-
tion. Upstream, the CON mediates the antagonism between 
the DMN and the FPCN,³⁷,³⁸ regulating the influence of in-
ternal cognition on task sets. The CON’s ability to successfully 
mediate the activity and connectivity of the FPCN and DMN 
regulates the flow of internal information toward the FPCN. 
It maintains the control network dynamics necessary for the 
task set. Implicit in the CON’s ability to maintain the task set 
upstream is its ability to regulate control allocation. Evidence 
suggests that both the aINS and dACC influence control 
signals in the DLPFC,¹⁶,³⁹,⁴⁰ with task-based integration be-
tween dACC, DLPFC, and aINS being critical for guiding 
and supporting phasic control according to task goals.¹⁷ The 
influence of the dACC and aINS likely serve different roles 
in influencing DLPFC control, routed in the dACC’s ability 
to allocate control and the aINS’ ability to provide working 

memory and attentional processes access to salient, bottom-up 
information.¹⁶,²⁹

Intelligence tasks often require manipulating an individual’s 
internal representation of external stimuli according to some 
externally-presented or internal-generated rule. When a rule 
is given in the task, the mechanisms for generating the rule 
are likely to be bypassed; however, most tasks require individ-
uals to uncover the rule. Among the two control networks, the 
FPCN likely generates a rule⁴¹,⁴² using behaviorally salient in-
formation that must be maintained. At the same time, external 
stimuli are manipulated within our working memory based 
on the rule.⁴¹,⁴³-⁴⁵ To understand how the FPCN obtains the 
necessary information to generate a rule, we must understand 
the functional connectivity of the FPCN regions. Recent 
evidence suggests that the FPCN exerts control on a ros-
tral-caudal axis of abstraction,⁴⁶-⁵² and this axis roughly aligns 
with its two distinct subnetworks.⁵³-⁵⁶ The rostral-caudal axis 
of abstractness contains rostral regions that are responsible 
for temporal control, facilitating the maintenance of internal 
representation for future-oriented processing; intermediary 
zones that are responsible for contextual control, enabling the 
integration of internal and external representations according 
to prevailing context; and caudal regions that are responsible 
for sensorimotor control, asserting attention directed towards 
stimulus-action selection. Interestingly, the cerebellum has 
also been found to exhibit the same rostral-caudal axis of con-
trol during cognitively demanding tasks,⁵⁷ and has even been 
implicated in working memory manipulation.⁵⁸-⁶⁰ However, 
research on the cerebellum’s role in intelligence is still relatively 
small, with more research required to understand the cerebel-
lum’s precise functional role in intelligence. The two distinct 
subnetworks, roughly aligned along this rostral-caudal axis, are 
defined by their coactivation patterns with other neural net-
works: the FPCN A is strongly connected to the DMN, while 
the FPCN B is strongly connected to the DAN.⁵³-⁵⁶ Nee found 
that FPCN A is most strongly implicated in temporal con-
trol and FPCN B is most strongly implicated in sensorimotor 
control, consistent with their connectivity profiles and align-
ment to the rostral-caudal axis. Contextual control requires the 
involvement of both networks, but FPCN B is more aligned 
with contextual control activation.⁶¹ These results make sense, 
considering that FPCN A aligns more with the rostral regions, 
whereas FPCN B aligns more with the caudal regions. This 
network alignment also ties the internally-oriented rostral 
regions to DMN connectivity and the externally-directed cau-
dal regions to the DAN. Additionally, the rostral and caudal 
extremes of this axis show greater segregation of connectivity 
representing their more specialized functions, tied to their spe-
cific network connectivity profiles, whereas the intermediary 
zone, responsible for contextual control, is the central integra-
tive region of the FPCN.⁶¹ These results indicate that the two 
subnetworks can operate in segregative or integrative fashions 
according to task demands, but the integrative functioning of 
the FPCN in contextual control is crucial for higher-level cog-
nitive abilities.⁶¹-⁶⁴

The cortical structure of the FPCN intimates a potential 
mechanism that the FPCN could use to generate a rule re
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quired for task completion. The FPCN potentially mediates 
the activation of DMN and DAN nodes and facilitates the 
transfer of internal and external information to control regions 
from the DAN and DMN nodes.⁶⁵ Hearne and colleagues 
suggest that transient, task-specific activations of DMN re-
gions are critical for task performance under specific contexts. 
Further, the transient recruitment of DMN nodes is mediated 
by the rostrolateral prefrontal cortex (RLPFC) - also known 
as the anterior prefrontal cortex (aPFC) and Brodmann Area 
(BA) 10.²⁵ For example, one region of the DMN recruited 
by the control networks is the PCC.³⁸,⁶⁶,⁶⁷ However, oppo-
site functional connectivity patterns between the dPCC and 
ventral posterior cingulate cortex (vPCC) occur as cognitive 
demands increase.¹¹ The differing functional connectivity 
patterns reflect the importance of the RLPFC to effective-
ly mediate DMN nodes relevant for intelligence processing. 
Further, the function of the angular gyrus in comprehending 
event concepts and mentally manipulating representations is 
advantageous in some contexts,⁶⁸ but the increased functional 
connectivity of the AG as complexity increases also appears 
to interfere with task performance.²⁵ Therefore, not all DMN 
connections to the FPCN are advantageous. At the same time, 
some are advantageous only in specific contexts, and proper 
mediation of the DMN nodes’ functional connectivity with 
the FPCN is necessary for task goals. With the caudal re-
gions of the FPCN being more connected to the DAN,⁵⁵,⁶¹ 
these regions are responsible for collecting externally salient 
information for task goals. With the DAN being considered a 
task-positive network, its involvement in intelligence is more 
straightforward than the DMN, epitomized by a recent study 
that demonstrated DAN activity most strongly correlated 
with fluid intelligence.⁶⁹ The internal and external informa-
tion collected by the FPCN requires assimilation, considering 
this information is collected mainly in the more segregated 
regions of the FPCN. The intermediary zones are a perfect 
place for such integration since it is known for top-down 
modulations that sharpen representations.⁷⁰,⁷¹ Assimilating 
and subsequently sharpening the distinct internal and exter-
nal representations would serve as a perfect mechanism to 
generate a rule given the specific task demands. Preliminary 
evidence supports this proposition, with the mid-DLPFC 
being responsible for hypothesis generation during inductive 
reasoning.⁴² More research should be done to support these 
results across a broader range of cognitive abilities. Further, the 
left DLPFC is likely critical for integrating FPCN and CON 
activity for optimal control,¹⁷ suggesting that this region in-
tegrates relevant information from the CON on top of the 
collected externally and internally relevant information when 
generating a rule and asserting downstream control. 

Recent evidence has elucidated the potential functions of 
DMN nodes in intelligence tasks beyond feeding internal 
information toward frontal DMN regions. Transient, task-de-
pendent coupling between the dPCC, DMN, and FPCN 
nodes enables the integration of externally and internally di-
rected thought.¹¹ The dPCC may be the centerpiece of this 
coupling due to its ability to coordinate the activity of ICNs 
to achieve effective control.¹² Integrating internally and exter-

nally directed thought in the DMN, specifically, could tribute 
to its function in idea generation,⁷² suggesting an alternative 
route outside of the FPCN for aiding the generation of a hy-
pothesis. Recent evidence by Dixon and colleagues indicates 
that DMN-DAN functional connectivity isn’t always anticor-
related, expressing windows of positive correlation which the 
authors suggest represents information transfer between the 
networks;⁷³ so, the DMN has a mechanism for incorporat-
ing external information independent of FPCN connections. 
However, the PCC’s role in the DMN’s generation of ideas 
isn’t entirely independent of the FPCN since the PCC can 
transition from a DMN node to an FPCN node during task 
states.¹⁰,¹¹,⁷⁴ The task-dependent recruitment of the PCC and 
its involvement in integrating internally and externally-di-
rected thought suggests that the PCC is a connector between 
internally-generated ideas and the FPCN, potentially aiding 
in the FPCN’s generation of task rules. Indeed, Beaty and col-
leagues suggest that the FPCN evaluates the ideas generated 
by the DMN,⁷² proposing a mechanism through which the 
FPCN and DMN could work together on certain tasks. The 
specific dynamics between the DLPFC and PCC in facilitat-
ing rule generation aren’t entirely clear; the PCC’s recruitment 
and relay of ideas may be reserved for more internally demand-
ing intelligence tasks. It is important to note that there are 
no functional associations between DMN nodes and working 
memory manipulation, supporting evidence indicating that 
working memory processes are eternally oriented.⁶⁹ In con-
trast, the PCC and its involvement in intelligence tasks will be 
internally oriented.

The process of determining the rule for a given task likely 
falls under the step of rule inference since a few rules may be 
generated that require testing before the best rule for the task 
can be identified. The process of testing and weeding through 
hypotheses requires the process of conflict monitoring, some-
thing that will be described later. Santarnecchi and colleagues 
conclude that FPCN and DAN activity is geared towards 
generating a rule. As individuals transition to the rule appli-
cation phase, frontal lobe activity decreases while occipital 
lobe activity increases.⁶⁹ Recent evidence attempting to model 
the function of the neocortex based on its columnar structure 
provides a possible explanation for these frontal lobe results. 
Hawkins and colleagues simulated the ability of the neocortex 
to recognize objects in our environment.⁷⁵ When scanning an 
object, initial sensory input constitutes common feature de-
tection, causing dense activation. This dense activation reflects 
the uncertainty of failing to recognize an object rooted in the 
lack of information. However, as we scan the object, we accu-
mulate features of the object until we reach enough features 
to adequately recognize an object, usually occurring when at 
least one sufficiently uncommon feature allows us to recognize 
the object. Broad inhibition within the output layer helps to 
maintain the sparsity of activation patterns,⁷⁶,⁷⁷ likely repre-
senting the need to maintain a specific representation, spread 
this information, and inhibit other representations. With the 
significant homogeneity of the neocortex,⁷⁸ some neuroscien-
tists have claimed that the entirety of the neocortex functions 
in the same way,⁷⁹ and the synaptic connections are what differ
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entiate regional differences in observed functions. Consider-
ing these implications, the LPFC, implicated in generating 
and maintaining the rule governing a task, would undergo the 
same process for rule generation as posterior regions undergo 
for object recognition. The maintenance of a specific repre-
sentation through inhibition would explain decreased frontal 
activation during rule application compared to rule inference; 
the uncertainty regarding the rule required for a task generates 
dense activation within the LPFC, causing continued recruit-
ing of internal and external information until a rule is reached 
and activation is diminished to only a single representation. 

With convergence on a rule, the way our brain manipulates 
behavior to achieve task goals must be explored. However, un-
derstanding this requires understanding the mechanisms with 
which the control networks exert control. Cole and colleagues 
posited the “flexible hub theory,” asserting that the FPCN is 
composed of “brain regions that flexibly and rapidly shift their 
brain-wide functional connectivity patterns to implement 
cognitive control across a variety of tasks.”⁸⁰ This hypothesis 
attempts to answer questions regarding the FPCNs impor-
tance in adaptive control tasks using two FPCN mechanisms: 
global variable connectivity and compositional coding. The 
FPCN has been found to have extensive global connectivity 
and the highest global variability connectivity,⁸¹ meaning the 
vast cortical connections of the FPCN are highly susceptible 
to rapidly and flexibly changing during intelligence tasks. Fur-
ther, global connectivity differences of the FPCN have been 
correlated with cognitive control abilities and intelligence,⁸² 
demonstrating its importance in intelligence tasks. Compo-
sitional coding requires the reuse of task elements across task 
contexts,⁸³-⁸⁵ and these functions have been found within the 
FPCN.⁸⁶ Indeed, compositional coding appears to be anal-
ogous to object compositionality explored by Hawkins and 
colleagues,⁷⁵ who posit that novel objects can be identified 
through the composition of already-learned objects that com-
prise the novel object. Using their example, let’s say we see a 
coffee cup with a logo on it that we have not seen before. We 
can utilize our pre-existing knowledge to create a represen-
tation of this coffee cup by identifying its component parts, 
namely, the plain coffee cup and the logo. Using this model, 
compositional coding allows the FPCN to combine previous-
ly existing task elements to construct a rule, or combination 
of rules, required to complete a novel task. Therefore, com-
positional coding has massive implications for intelligence, 
potentially explaining how the FPCN enables unique and 
flexible control according to a generated rule to meet novel 
task goals. The Flexible Hub Theory also supports the cogni-
tive epochs proposed for the MD system of the primate brain. 
Duncan explains that different cognitive epochs during task 
states are represented by overlapping neuronal populations 
within the frontal brain regions,³ findings supported by oth-
er recent research.⁸⁷,⁸⁸ The overlapping neuronal populations 
explain the mechanism underlying compositional coding, and 
the unique activity patterns demonstrate how novel and flexi-
ble downstream control can be achieved.

The vast cortical control of the FPCN mediates two critical 
functions required for cognitive tasks: working memory and 

attention. While the DLPFC is a critical frontal component in 
the FPCN and is essential for both working memory and atten-
tional tasks,⁸⁹-⁹¹ Watanabe and Funahashi demonstrated that 
these two functions recruited the activation of largely overlap-
ping prefrontal populations.⁹²,⁹³ Two important conclusions 
can be made from these results. First, attention and working 
memory are two closely related cognitive processes mediated 
by the FPCN; second, working memory and attentional allo-
cation must fight for resources within the FPCN. The dACC, 
a region of the CON, has been implicated in inhibitory control 
and suppressing irrelevant information,⁹⁴ which was recently 
found to be important in rule application.⁶⁹ It is possible that 
the CON takes on the most crucial role in attentional control 
during rule application, enabling more neural space for the 
working memory processes of the FPCN. Still, more research 
is required to support this claim.

To meet task demands, rule application requires that the 
internal representation of external stimuli is manipulated in 
an individual’s working memory according to the rule main-
tained. The FPCN has been implicated in manipulating 
information according to goal-directed behavior.⁹⁵ This sec-
tion discusses the mechanism employed by the FPCN and 
regulated by the CON to facilitate mental manipulation to-
ward task completion. The LPFC coordinates the working 
memory manipulation required to meet task goals, while the 
visual and language processing regions are the template where 
representations are manipulated. With the mid-LPFC be-
ing the main integration center of the FPCN and the major 
region in contextual control, it is likely the most important 
frontal region in asserting the working memory manipulation; 
however, the rostral and caudal regions undoubtedly assist the 
mid-LPFC in its downstream control and exert downstream 
control on their own. The RLPFC is unique to humans and is 
critical for higher cognitive abilities in humans.⁹⁶ The RLPFC 
mediates the context-specific implementation of a rule and the 
maintenance of that rule.¹⁷,⁶¹ These results suggest that the 
RLPFC does the “thinking” we associate with facilitating the 
timely implementation of a rule. The RLPFC is vital for high-
er relational thinking,⁹⁷,⁹⁸ making it important for functions 
such as analogical reasoning, applying rules to novel features, 
and reasoning using compound rules.⁹⁹-¹⁰³ These functions of 
the RLPFC epitomize the adaptability required of human in-
telligence networks, allowing humans to apply rules to novel 
features, a necessity for most intelligence tasks. The caudal re-
gions of the LPFC likely coordinate with the DAN to enable 
the requisite eye movements and downstream enhancement 
required to focus on the salient stimuli from one moment to 
the next. However, more research needs to be done on the 
specific downstream function of the caudal LPFC. While 
contextual control activation patterns suggest the mid-LP-
FC actively coordinates both internal and external working 
memory faculties, it is also possible that these results reflect 
the overlapping of FPCN A and FPCN B nodes within the 
mid-LPFC, representing separate internal and external access 
within the region. Whether the internal and external control 
remains segregated or becomes integrated into the mid-DLP
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FC, this region is undoubtedly the most important region for 
downstream working memory control.

Being the other region within the FPCN, the PPC has also 
been found to have the same rostral-caudal axis for cognitive 
control abstraction as the LPFC,¹⁰⁴ and it is tightly linked to 
the LPFC in facilitating the maintenance and manipulation of 
information in subserving goal-directed behavior.¹⁰⁵ Further, 
recent evidence suggests that the superior parietal cortex (SPC) 
is important for working memory manipulation;⁴⁵ however, it 
is still being determined whether the SPC exerts downstream 
control to achieve this or if it is the interface where working 
memory is manipulated. More work will need to be done to 
understand which possibility is correct for SPC functioning. 
Still, it is also possible that the SPC both exerts downstream 
control on more basic processing regions and serves as an in-
terface for working memory manipulation. In line with the 
evidence presented above, the rostral PPC regions appear to 
play less of a role in intelligence tasks, likely due to their con-
nections with internally-oriented cognition, which is reduced 
during intelligence tasks in most contexts.

Within this section, most of the discussion has focused on 
the individual functions of the FPCN and CON networks; 
however, their interplay is important for understanding task 
dynamics. As previously discussed, Cocchi and colleagues 
found that phasic, task-specific control according to task goals 
depends on the task-based integration of the dACC, aINS, 
and DLPFC.¹⁷ This evidence directly links the CON’s role as 
a control allocator to the downstream control by the FPCN. 
Throughout the duration of the task, one way in which the 
CON manages the control allocated is through the dACC’s 
likely role in evaluating response conflict, encompassing both 
attentional processes and error detection.¹⁰⁶ While both gen-
erating and implementing a rule, this CON function ensures 
that the cognitive process is consistent and in accordance with 
external information. Notably, the RLPFC is an important 
region for mediating the task-dependent integration of the 
CON and FPCN, with increased integration with both the 
dACC and DLPFC as task difficulty increases.¹⁷ This integra-
tion likely reflects increased response conflict and, therefore, 
an increased need to adjust control, emphasizing that the im-
portance of FPCN-CON connectivity only goes so far with 
too much integration worsening performance.¹⁷ Despite the 
maladaptiveness of too much integration, the connectivity 
serves an important purpose, allowing the FPCN to update 
downstream control by cognitive systems and flexibly adapt 
throughout a task and correct mistakes, critical functions of 
intelligence. 

Assem and colleagues attempted to refine and update the 
MD system of the primate brain,³,¹⁰⁷ finding a network consist-
ing almost exclusively of FPCN and CON regions associated 
with intelligence. The willingness to classify the FPCN and 
CON as one network during intelligence tasks underscores 
the importance of their interconnectedness during a task state. 
This tight association reflects the significance of the CON in 
setting parameters for information recruitment, maintaining 
the task set, allocating control, and responding to conflict. The 
possibility of the FPCN updating the CON when switching 

task sets provides further avenues for FPCN and CON con-
nectivity to be adaptive during task states. Further research 
should be dedicated to expanding our understanding of the 
connectivity dynamics of these two control regions during in-
telligence tasks.

A vital strategy for approaching intelligence tasks appears to 
be dividing cognitive tasks into simpler subcomponents. This 
strategy has been implicated in better task performance and 
has correlated with fluid intelligence.¹⁰⁸ For example, in num-
ber sequence tasks where an individual is required to guess the 
following number in the sequence based upon the rule for the 
sequence, let us say the rule is +2, then -5. Humans divide the 
problem into +2 and THEN -5: we don’t do these operations 
simultaneously. The division of a task into task components 
reduces cognitive load, explaining its utility during intelli-
gence tasks. Neurologically, the cognitive epochs previously 
discussed provide a viable mechanism for dividing a task into 
components. The CON has been considered a flexible integra-
tor of task-based goals,¹⁰⁹-¹¹¹ so the CON could signal slight 
adjustments of control within the FPCN during the transition 
between different cognitive epochs of a single task. It is also 
possible that the striatum plays a role in the shift between task 
components considering the association between the striatum 
and intelligence in humans and the association between the 
striatum and the capacity to set-shift in rats.¹¹²-¹¹⁷ The CON’s 
function in detecting conflict may provide an avenue for its 
ability to transition between task components, where previ-
ously relevant information is no longer relevant and previously 
irrelevant information is now relevant. Thus, the CON rec-
ognizes the need for a change in activity and facilitates the 
required modification for the next cognitive epoch.

Further, the transition between task components can be 
eased if we are aware of the rule governing the next component 
and, for example, holding the rule -5 in our mind while we 
apply the rule +2. The RLPFC is likely responsible for main-
taining an alternative course of action,¹¹⁸ potentially providing 
a neural storage system for the rule governing the next task 
component. 

Once a solution to an intelligence task has been identified, 
the internal solution must be converted into a behavior. This 
review has widely established that the control systems connect 
with subcortical structures, enabling the onset of task control, 
transitions between task sets, and potential transitions be-
tween task components. The subcortical structures have also 
been found to mediate the connection between the cortical 
systems and motor outputs. Hearne and colleagues found that 
linking acquired representations with specific actions depends 
on striatal activity.²⁵ Further, Bonelli and Cummings reviewed 
multiple frontal-subcortical circuits relevant to behavior. For 
example, the ACC circuit appears important in enabling mo-
tivated behavior, while the DLPFC circuit allows information 
organization to facilitate a response.¹¹⁹ Another important 
control region with connections to subcortical structures is the 
pre-supplementary motor area (preSMA). A few recent stud-
ies suggest that the pre-supplementary motor area (preSMA) 
is within the CON and has connections to both the FPCN 
and caudate.¹²⁰-¹²³ The cortical and subcortical connections of 
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the preSMA are important for its possible functions in high-
er-level aspects of motor control, including updating motor 
plans and learning new motor sequences.¹²⁴ These results 
demonstrate that multiple cortical-subcortical pathways en-
able the proper motor response necessary for intelligence 
tasks. Furthermore, dynamic interactions between these var-
ious circuits likely enable the unique motor outputs necessary 
depending on the task context. 

The final important function of the control systems in rela-
tion to intelligence tasks is the ability to recognize and adapt 
following errors. As discussed earlier, Cohen and colleagues 
characterized the ACC as functioning in evaluating response 
conflict, encompassing both attentional processes and error 
detection.¹⁰⁶ Therefore, the CON is likely responsible for rec-
ognizing these errors and adjusting the attentional control to 
minimize the conflict. This hypothesis is supported by more 
recent findings in a decision-making task that suggests the 
CON functions as a performance report measure.¹²⁵ These 
results indicate the ubiquity of this ACC function that is crit-
ical for adequately completing intelligence tasks. Interestingly, 
the same study identifies the right FPCN, but not the left, in 
bringing about behaviorally salient changes.¹²⁵ These results 
have not been replicated in studies testing intelligence, so this 
functional lateralization may not apply to intelligence tasks. 
However, the results suggest that the FPCN is critical for 
making the required changes to support goal-directed behav-
ior. This finding is consistent with this review thus far. 

Intelligence Differences:
To examine the neural correlates of intelligence, it is not 

enough to only discuss the underlying network mechanisms 
that facilitate intelligence task completion; instead, neural cor-
relates of intelligence differences must also be analyzed. The 
neural correlates of intelligence differences have primarily 
been examined through functional and structural associations 
between brain regions and psychometric intelligence tests. 
This review section will attempt to contextualize these re-
gional findings into their underlying networks. Further, 
intelligence differences have also been examined through the 
speed of processing metrics. Notably, there has been discussion 
as to whether more general or specific tract efficiency is more 
beneficial. Last, the recent work in network neuroscience has 
introduced a third perspective on the neural correlates of in-
telligence differences. Overall, this section attempts to answer 
this question: How are the functional and structural dynamics of 
the ICNs manipulated to increase human intelligence capabilities? 

The Parieto-Frontal Integration Theory:
While the steps of processing proposed in the P-FIT were 

expanded upon in the previous section, this section addresses 
the structural and functional differences subserving intelli-
gence differences. Recently, the P-FIT was updated, and these 
updates included the introduction of results from studies af-
ter the P-FIT was published, the pruning of studies only to 
include those that involved intelligence differences, and the 
division of the negative functional associations, positive func-
tional associations, and positive structural associations with 
psychometric intelligence.¹¹⁶ The regions that Basten and col-
leagues have implicated in intelligence include the frontopolar 

cortex (RLPFC), the lateral PFC, the ACC, the preSMA, the 
insula, the parietal cortex, the PPC/precuneus, the temporal 
cortex, the occipital cortex, the caudate nuclei, and the mid-
brain. Since Basten and colleagues’ revisions are more recent 
and narrowed towards the focus of this section - intelligence 
differences - the regional associations with intelligence ana-
lyzed in this paper will originate from their revisions rather 
than from Jung and Haier.  In light of the updates to task-pro-
cessing stages proposed in this review, the regional associations 
proposed by Basten and colleagues will be analyzed by the 
ways in which they augment network functioning within their 
task-processing roles.

Beginning with the visual processing system, positive 
functional and structural associations with intelligence were 
found in both the ‘what’ and ‘where’ visual pathways. For the 
structural associations, Basten and colleagues used only vox-
el-based morphometry (VBM) studies measuring gray matter 
volume,¹¹⁶ so this analysis will focus solely on the utility of 
differences in gray matter volumes. Recent evidence suggests 
that the positive structural associations increased these regions’ 
feature and object recognition capabilities. In a recent study, 
capacity was defined as the number of objects a network can 
learn and recognize without confusion.¹²⁶ Their results indi-
cated that increasing the number of neurons in either the input 
or output layers of a cortical column or increasing the number 
of cortical columns within the region, given the column sizes 
are fixed, can all increase neural capacity.¹²⁶ So, the greater gray 
matter volume within the visual system would likely enable 
more efficient and accurate identification of objects and rele-
vant features. This structural advantage could reduce demand 
on higher cognitive regions by reducing unnecessary infor-
mation being relayed to these regions through more efficient 
identification of salient stimuli. Positive functional associations 
with intelligence were found in both the temporal cortex’s 
object identification regions and the parietal cortex’s spatial 
attention regions. These activation correlates are unlikely to 
reflect initial processing stages; instead, they potentially reflect 
a more robust recruitment of these regions in maintaining sa-
lient information or utilizing these regions’ representations for 
working memory manipulation. Along these lines, the positive 
structural associations in the temporal cortex could increase 
the capacity for working memory manipulation, easing the 
transition between object representations.

Looking at the DMN, there were regional associations in 
the PCC and precuneus with intelligence. To begin, the PCC 
experienced positive structural associations with intelligence. 
Applying the findings for neural capacity to the PCC, the 
greater gray matter volume in the PCC facilitates greater neu-
ral capacity for PCC functions, including generating global 
metastability for shifts in attentional focus and integrating 
information necessary for control from various brain regions. 
The efficiency of these processes would enable greater global 
network flexibility in shifting attentional state and integrating 
control processes. The precuneus is a DMN hub that increas-
es connectivity with FPCN during a task,¹²⁷ and Basten and 
colleagues found both positive and negative functional associa-
tions with intelligence.¹¹⁶ Along with the PCC, the precuneus 
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is important for integrating information from systems segre-
gated at rest.¹¹, ¹²⁸-¹³⁰ Furt her, the precuneus is implicated in 
a wide array of functions, with spatial functions and naviga-
tion being the two most relevant for intelligence tasks.¹³¹,¹³² 
The positive and negative functional associations with intel-
ligence could relate to the selective recruitment of this region 
depending on task context or fine-grained activation and inhi-
bition of precuneus subregions. Both selective recruitment and 
fine-grained recruitment would reflect the control networks’ 
flexibility of regional recruitment according to task goals and 
suggest that higher-intelligent individuals can better recruit 
the precuneus functions and information necessary for a given 
task. 

Looking at the FPCN, all three types of associations were 
present. In the FPCN’s frontal regions, both the RLPFC and 
the LPFC experienced positive structural associations with 
intelligence. Fewer features were required to identify an ob-
ject as the number of cortical columns increased during the 
simulation run by Hawkins and colleagues,¹²⁶ and viewing 
these results from the perspective of the FPCN’s frontal re-
gions, the larger number of cortical columns may reflect more 
efficient identification of the rule in a task, requiring less ex-
ternal and internal information to reach the rule. Not only can 
a rule be identified through fewer features, but increased gray 
matter volume in the caudal and rostral regions also allows 
for the more precise input of information. This is rooted in 
the mechanism through which capacity increases: greater gray 
matter volume warrants activity profiles of representations to 
have fewer overlapping patterns. This means that the infor-
mation sent to the frontal regions is also likely to be more 
precise in higher-intelligent individuals, further quickening 
rule identification. The greater efficiency of rule generation is 
highly cost-effective, spending fewer resources on generating 
the rule and more on the downstream control required to com-
plete task goals. Beyond structural associations, both positive 
functional and negative functional associations exist between 
the LPFC and intelligence. There are multiple ways to inter-
pret the functional associations of the LPFC and psychometric 
intelligence. The LPFC likely experiences both stable and 
dynamic activation throughout a task and across task compo-
nents due to properties outlined in the Flexible Hub Theory 
and this review. These activation patterns would make func-
tional associations hard to parse, and it is possible that some 
studies found positive associations while others found nega-
tive associations due to varying contexts. It is also possible that 
finer-grained regions within the LPFC were associated with 
positive and negative associations, respectively. Second, the 
neural efficiency hypothesis suggests that higher-intelligent 
individuals experience less cortical activation than average-in-
telligence individuals on the same task.¹ The idea behind these 
results is that these tasks would require less cognitive demand 
of the higher-intelligent individuals, warranting less activa-
tion. Recent evidence also suggests the opposite is the case, 
where higher-intelligent individuals experience greater cor-
tical activation than average-intelligent individuals.¹³³ These 
results were contingent upon the task’s complexity, suggesting 
that the average-intelligent individuals gave up, demonstrating 

less LPFC activation. In contrast, higher-intelligent individ-
uals were engaged in the task since they had the capabilities 
to solve the problem. So, the positive and negative function-
al associations found could depend upon the difficulty of the 
tasks used in the studies Basten and colleagues analyzed.¹¹⁶ 
Both the flexible hub explanation and the neural efficiency 
explanation are plausible, and it is also possible that both are 
true simultaneously; however, further research is necessary to 
understand the cause of the findings.

Beyond the frontal lobe, the FPCN also contains regions 
within the PPC. The positive functional associations within 
the PPC were present along the entirety of the rostral-cau-
dal gradient.¹¹⁶ It is possible that these results support the 
feedforward recruitment of internally and externally salient in-
formation in the frontal lobe during rule generation; however, 
it is also possible that these associations relate to the manip-
ulation of representations in one’s working memory during 
Rule Application. Recent evidence may support the second 
possibility. As problems become more challenging, lower-in-
telligent individuals struggle more with task solving, likely 
routed in their worse ability to divide problems into simpler 
components or plan a problem-solving strategy.¹⁰⁸,¹³⁴ Thus, 
higher-intelligent individuals are more likely to reach the 
mental manipulation stage of task completion. These results 
are supported by the notion that Rule Inference is marked by 
a high amount of frontal activation. In contrast, Rule Appli-
cation sees a reduction in that frontal activity as resources are 
devoted to posterior regions.⁶⁹ Since lower-intelligent indi-
viduals spend longer in Rule Inference than higher-intelligent 
individuals, the lower-intelligent individuals would have fron-
tal-heavy activation profiles that would cause them to have less 
parietal activation than higher-intelligent individuals. Further, 
positive functional associations in object recognition or lan-
guage regions could reflect the active manipulation of these 
areas according to task goals. Research should be done to un-
derstand the temporal dynamics of these associations further.

The results of Basten and colleagues in the LPFC and PPC 
could also indicate activation patterns within the DAN.¹¹⁶ 
Some regions associated with intelligence in the LPFC and 
PPC could overlap with DAN regions, such as the frontal eye 
fields, ventral premotor area, and the superior parietal lobule. 
The associations within these regions are predominately pos-
itive functional associations and suggest that greater DAN 
activity is associated with intelligence. These results would 
indicate that higher-intelligent individuals have greater re-
sources directed toward the attentional processing of sensory 
stimuli, a finding supported by associations between DAN 
activity and fluid intelligence.⁶⁹ However, it is likely that the 
positive functional associations in these regions are indicative 
of both FPCN and DAN activity, subserving the overall goal 
of task completion. While the DAN maintains attentional 
focus on the external stimuli, the FPCN can manipulate this 
information with the working memory to meet task goals.

The CON was associated with all three types of associa-
tions. Beginning with the dACC, both positive and negative 
functional associations were found with intelligence. The most 
likely explanation relates to the flexible nature of the CON,¹⁰⁹-

DOI: 10.36838/v5i6.26

ijhighschoolresearch.org



 169 

¹¹¹ causing flexible activation of the dACC that subserves its 
main functions in conflict resolution, control allocation, and 
task-set maintenance. Another explanation could be rooted in 
the adjacency of ACC regions implicated in the CON and 
salience network (SN) networks. The SN is involved in “rep-
resenting and responding to homeostatically relevant internal 
or external stimuli and imbuing these stimuli with emotional 
weight.”¹³⁵ Emotional interference has been proven to affect 
cognitive control negatively,¹³⁶ so the emotional functioning of 
the SN is counterproductive to the completion of intelligence 
tasks. In contrast, CON activity is advantageous considering 
its functions in conflict resolution and task-set maintenance. 
Therefore, dACC functional associations may reflect better 
inhibition of SN and better activation of CON. 

The preSMA regions experienced all three associations 
with intelligence. These associations likely aid in this region’s 
motor preparation and execution. Applying the cortical col-
umn mechanism previously discussed,¹²⁶ both the functional 
associations exhibited by the preSMA and the structural as-
sociations within the SMA likely reflect greater convergence 
onto one motor plan. Greater convergence in higher-intelli-
gent individuals could be caused by better problem-solving 
abilities, reducing uncertainty about what action to take, or 
through the more distinct neural activity of specific motor 
plans. Finally, the aINS didn’t experience any associations with 
intelligence. Considerating its integrative role in CON func-
tions, the amount of aINS activity is likely less important than 
the quality of that activation. Controlling global dynamics in a 
behaviorally salient way requires unique and flexible activation 
patterns but not necessarily more or less activation. 

Additionally, reduced activation within the posterior in-
sula (pINS) was associated with intelligence. Some studies 
have implicated the pINS in the CON.³⁵,¹²⁵ Regardless of the 
pINS’ connectivity to the CON, its role in representing in-
teroceptive information about the body’s physiological status 
isn’t necessarily relevant in intelligence tasks.¹³⁷ So, the neg-
ative functional associations with intelligence could be due to 
a reduction in resources dedicated to this function, prevent-
ing these regions from interfering with the control required 
for task goals. In the CON broadly, functional and structural 
differences within the dACC appear most advantageous for 
intelligence. This suggests that the core for improving CON 
function is enhancing its specific cognitive abilities more than 
its global influence on brain dynamics.

What most differentiated the results from the P-FIT and its 
revisions is the addition of the caudate and the midbrain.²,¹¹⁶ 
Basten and colleagues suggest that the structural associations 
of these two regions relate to their involvement in the meso-
cortical dopamine system.¹¹⁶ For the caudate, recent evidence 
suggests that increased gray matter volume is correlated with 
better delay discounting and decreased impulsivity.¹³⁸,¹³⁹ 
These studies indicate that gray matter volume in the caudate 
is critical for maintaining long-term goals. Applying these re-
sults to intelligence tasks, increased gray matter volumes in the 
caudate may enable higher-intelligent individuals to maintain 
focus on task completion better. The structural associations of 
the midbrain are also likely to aid in maintaining long-term 

goals during task conditions. In their review, Ott and Nied-
er demonstrate how the dopaminergic connections from the 
midbrain to the PFC reflect the perception of behaviorally 
salient information by the PFC, and the dopamine released 
enables the encoding of this information into working memo-
ry.¹⁴⁰ Indeed, the midbrain aids in directing the PFC towards 
behaviorally salient stimuli, maintaining the long-term goals 
through the mediation of feedforward processes.

Modularity:
The past few years have seen a shift from examining intelli-

gence concerning associations in regional gray matter volume 
and activation to instead examining associations of structur-
al connectivity and modularity with intelligence. While this 
line of research is still a region-based approach, it lies within 
a network neuroscience perspective, epitomizing the recent 
shift to network neuroscience to tackle one of neuroscience’s 
most significant challenges: uncovering the neural basis of in-
telligence. Thus, the structural connectivity and modularity of 
specific regions will be examined through their influence on 
the intrinsic networks they subserve and broader task dynam-
ics discussed in the first section. 

Recent research seeks to discover intelligence associ-
ations between node-specific measures of within- and 
between-module connectivity from cortical and subcortical 
regions previously implicated in intelligence.¹⁴¹ Within the 
CON, Hilger and colleagues have found that intelligence was 
associated with lower within-module connectivity and high-
er between-model connectivity of the aINS. They reasoned 
that the aINS’ connectivity pattern facilitated the processing 
of salient information between modules.¹⁴¹ This conclusion 
is supported by the evidence proposed in the first section of 
the discussion. However, the global connectivity of the aINS 
does more. The aINS is also responsible for downstream task 
set maintenance and facilitating the proper allocation of con-
trol. Thus, the greater integrative capabilities of the aINS in 
higher-intelligent individuals not only enable the processing 
of salient information but it tries to maximize the efficien-
cy and effectiveness of the attentional and working memory 
processes. 

Interestingly, there were no associations found between the 
dACC and intelligence.¹⁴¹ These results suggest that the con-
nectivity of the dACC is relatively stable across intelligence 
levels and that variances in the connectivity of the dACC ar-
en’t as critical of a determinant for proper CON functioning 
as variances in the connectivity of the aINS. These results 
make sense, considering that the specialized functions of the 
dACC require a relatively isolated position in the brain. Still, 
the dACC also needs its between-module connections with 
the DLPFC and aINS to fulfill its functions. With respect 
to modularity differences, the ability of the CON to adjust 
global brain dynamics appears most critical to its role in task-
set maintenance, control allocation, and conflict resolution. 
Interestingly, activation pattern differences suggest a mech-
anism for the enhancement of CON’s specific functions, 
meanwhile modularity differences of the CON account for 
the enhancement of its global functions. Indeed, these results 
highlight the importance of multiple perspectives for  
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studying the neural correlates of intelligence differences in 
generating a complete picture of neural enhancements in 
higher intelligent individuals.

Continuing the discussion on the control networks, many 
within- and between-network associations within the FPCN 
and intelligence are primarily centered within their frontal 
regions. For example, the anterior tip of the superior fron-
tal gyrus, a region within the RLPFC, had both negative 
between-network and positive within-network modulari-
ty.¹⁴¹ Hilger and colleagues understood this to represent the 
inhibition of distracting information from the DMN inter-
fering with goal-directed behavior. The evidence suggested 
in this review would support this notion since interference 
by the DMN on the RLPFC has been proven to interfere 
with goal-directed behavior.¹⁷ However, this review wouldn’t 
support their suggestion that the RLPFC’s influence in task 
contexts must be diminished. Instead, the RLPFC has been 
proven to play an integral role in the FPCN, supplying the 
higher-order abstract abilities required to complete tasks. So, 
the increased modular structure in higher-intelligent indi-
viduals may facilitate the RLPFC’s specialized higher-order 
functions. Interestingly, the middle frontal gyrus (MFG) and 
inferior frontal gyrus (IFG) displayed positive within-mod-
ule connectivity associations with intelligence. Both regions 
are a part of the LPFC, widely considered the central inte-
grative hub of the FPCN, and a major connector hub,⁸²,¹¹¹,¹⁴² 
so these results may initially appear contradictory to pre-
vious evidence, but they are not. There was no positive or 
negative association for these regions with between-module 
connectivity and intelligence, indicating that the integrative 
functions of the LPFC are relatively consistent regardless of 
intelligence level. According to recent network neuroscien-
tific evidence, greater within-module connectivity produces 
more efficient processing,¹⁴³ potentially explaining the results 
within the LPFC. Greater efficiency supports critical func-
tions of the LPFC by allowing greater capacity to generate 
task rules, meet working memory demands, and organize the 
downstream control required to complete task goals. There-
fore, these results suggest that higher-intelligent individuals 
don’t have an advantage in the integrative connectivity of the 
FPCN, instead showing benefits in the capacity for the high-
er-order thinking and control planning required to utilize 
their integrative functions most effectively.

Hilger and colleagues distinguished between two overlap-
ping regions of the brain: the tempoparietal junction (TPJ) 
and the inferior parietal lobule (IPL). However, the results 
for both the TPJ and IPL were focused on the angular gyrus 
and supramarginal gyrus. These two regions are traditionally 
considered the IPL,¹⁴⁴ so this review will collectively refer 
to these regions as the IPL. During the initial processing 
stages, the IPL likely functions in language comprehension, 
processing language from simple sounds and phonemes to 
syntax and the meaning of information.¹⁴⁵ During rule ap-
plication stages, the angular gyrus (AG) is likely responsible 
for comprehending event concepts and mentally manipu-
lating representations. The supramarginal gyrus (SMG) is 
likely responsible for verbal working memory processes,⁶⁸,¹⁴⁶ 

accessible by the FPCN during intelligence tasks. Hilger and 
colleagues found the IPL to have negative between-module 
connectivity and positive within-module connectivity associ-
ated with intelligence, and these associations were interpreted 
as reducing the IPL’s influence during intelligence tasks, 
minimizing the interference of irrelevant processes on task 
goals.¹⁴¹ It is unclear how much of a role the IPL plays in 
intelligence; but, considering that the IPL broadly overlaps 
with the FPCN,⁵⁴ has positive functional associations with 
intelligence,¹¹⁶ and is responsible for functions important for 
specific intelligence tasks, it is unlikely that the functional 
connectivity variances serve an isolating role. So, the struc-
tural variances of the IPL may serve to aid in the specialized 
functioning of the IPL, enhancing functions that are advan-
tageous for intelligence in specific contexts. 

The last important finding involves the modularity of sub-
cortical regions associated with intelligence; both the caudate 
and hippocampus had increased within-module connectiv-
ity associated with intelligence that Hilger and colleagues 
related to requiring a more independent position within 
their functional modules.¹⁴¹ This conclusion is reasonably 
substantiated by the evidence presented throughout this re-
view. To begin, the caudate has been implicated in imbuing 
the frontal control regions with the necessary motivation 
to complete task-relevant goals, facilitating both initiation 
and updates to these goals. So, greater within-module con-
nectivity would increase the efficiency and effectiveness of 
the caudate’s specialized function,¹⁴³ namely, generating 
the necessary goal-directed behavior. The results also indi-
cate that the caudate has already established all the required 
between-module connections, regardless of intelligence lev-
el, required for its functions. This suggests that generating 
goal-directed signals within the caudate, more so than their 
propagation, is critical for explaining variation in intelligence. 
On the other hand, the within-module associations between 
the hippocampus and intelligence appear to follow the con-
clusion presented by Hilger and colleagues.¹⁴¹ All major 
studies examining functional associations with intelligence 
find no functional associations between the hippocampus 
and intelligence.²,³,¹⁰⁷,¹¹⁶ Therefore, the hippocampus isn’t 
significantly involved in intelligence, and its isolation from 
task-positive regions during a task, indicated by the increased 
within-module connectivity, would be advantageous during 
intelligence tasks. 

The region-specific modularity correlates with intelligence 
are crucial for understanding how specific regions function 
within their broader network to facilitate critical task-rele-
vant functions; meanwhile, general modularity correlates with 
intelligence and explores the underlying global mechanisms 
that drive the brain towards completing intelligence-based 
tasks. These general correlates have been studied in recent 
years. 

A theme throughout the review has been the necessity of 
integration to facilitate high cognitive performance on intel-
ligence tasks, with both the FPCN and CON having been 
demonstrated to have vast connections throughout the brain. 
Recent evidence has supported this position, finding that the 
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brain can flexibly shift between segregated (high modularity) 
and integrated (low modularity) states, with the integrated 
states being associated with high cognitive performance.⁶¹-⁶⁴ 
This push towards a more integrated topology is complemen-
tary to evidence that low rates of high-modularity states are 
associated with intelligence, better protecting higher intelli-
gent individuals from network fragmentation that interferes 
with network communication required for task goals.¹⁴⁷ The 
topological patterns during task conditions allow for effective 
inter-regional communication by promoting integration and 
preventing fragmentation of specialized regions. These re-
sults underscore the need for long-range communication and 
the integration of vast cortical activation to meet task goals.

Hilger and colleagues also found that greater stability of 
network segregation over time was associated with intelli-
gence and that the DAN was driving this network stability.¹⁴⁷ 
Their findings support results that implicated the DAN as 
having the most significant functional associations with fluid 
intelligence.⁶⁹ The DAN’s association with fluid intelligence 
reflects greater attentional focus, which requires stable activa-
tion throughout the entirety of the task. Thus, the necessity for 
the DAN to maintain a stable attentional focus drives the sta-
bility of network segregation. Importantly, Santarnecchi and 
colleagues suggested that the weaker functional associations 
between FPCN and CON with intelligence reflected less im-
portant implications for these networks and intelligence than 
previously reported.⁶⁹ However, the lack of temporal stabili-
ty for network integration suggests that the major connector 
hubs don’t have temporally stable connections throughout 
task demands. In conjunction with the flexible hub theory 
and the CONs flexible connectivity,⁸⁰,¹⁰⁹-¹¹¹ these results 
suggest that control networks provide flexible connectivity 
required to meet the dynamic control demands throughout a 
given task. So, these networks are no less important for intel-
ligence tasks than the DAN. Still, their integrative demands 
create flexible topological patterns during tasks that won’t 
likely manifest in functional associations with intelligence. 
While both integrative and segregative patterns are import-
ant for intelligence, these patterns also provide a plausible 
avenue to connect previous intelligence studies, such as the 
study by Santarnecchi and colleagues,⁶⁹ to the evidence with-
in network neuroscience.

The results connecting modularity with resting states and 
task states further the complexity of network dynamics fa-
cilitating intelligence. Unlike task conditions, intelligence 
lacks intrinsic associations with either segregation or inte-
gration at rest.¹⁴¹,¹⁴⁸-¹⁵⁰ Despite discrepancies between the 
task and rest states, temporal stability of network organiza-
tion from resting to task state is associated with intelligence, 
interpreted as requiring less network reconfiguration, and 
presumably cognitive effort, to switch from a resting state to 
a task state.¹⁵¹ It is possible that higher-intelligent individu-
als possess a more effective resting state connectivity profile 
among the intrinsic connectivity networks that enables the 
minimal network reconfiguration required for intelligence 
tasks. Evidence supporting this claim comes from Hearne 
and colleagues, who found that greater connectivity between 

the FPCN and DMN during rest was associated with high-
er intelligence.¹⁵² Higher-intelligent individuals have greater 
connectivity of intrinsic networks at rest, possibly explaining 
the greater stability from resting to task state. In contrast, 
lower intelligent individuals require greater network config-
uration when transitioning into a task state, requiring greater 
cognitive demand and creating a less efficient processing sys-
tem. The results found by Hearne and colleagues may relate 
to the functioning of the PCC in facilitating the transition 
from resting to task states, where greater connectivity to the 
PCC by task-positive networks during rest eases the demand 
on transitioning between states. Notably, too much functional 
connectivity of intrinsic connectivity networks is suboptimal, 
impairing cognitive abilities as humans age and suggesting 
that higher-intelligent individuals likely obtain a near-opti-
mal level of connectivity.¹⁵³

Neural Efficiency:
Decades of research have examined how metrics of neural 

efficiency relate to intelligence differences. A pivotal trigger 
for this line of research was the Neural Efficiency Hypoth-
esis, which proposed that higher intelligence was associated 
with less neural activation, interpreted as less neural effort.¹ 
In the more than three decades since this paper, many re-
searchers have expanded upon these results by tying other 
variables to neural efficiency and intelligence, including speed 
of processing,¹⁵⁴ shorter characteristic path length and great-
er global efficiency,¹⁵⁵ and global white matter integrity.¹⁵⁶,¹⁵⁷ 
However, a recent study has elucidated event-related poten-
tial (ERP) latencies as a highly reliable measure to explain 
variation in intelligence.

Schubert and colleagues examined whether higher intel-
ligent individuals expressed global information processing 
correlations with intelligence or specific information pro-
cessing correlates with intelligence using ERP latencies.¹⁵⁸ 
Their study indicated that the latter was true, finding that 
the latencies of later components explained 80% of the vari-
ance in general intelligence. Specifically, the P300 latencies 
showed the most significant association with the intelli-
gence of all the ERP latencies. P300 is proposed to reflect 
the inhibition of extraneous processes to transmit informa-
tion from frontal attention and working memory areas to 
temporal-parietal memory storage regions.¹⁵⁹ Since short-
term/working memory has also been associated with more 
than half of the variance in general intelligence, and there 
has been an abundance of correlations between the speed of 
information-processing and short-term/working memory, 
Schubert and colleagues propose that the speed of higher-or-
der processing aides working memory by facilitating faster 
inhibition of irrelevant information.¹⁵⁸ Further, they claim 
these processes serve intelligence by increasing the efficiency 
of selective attention and memory updating. Within the pur-
view of this review, these results emphasize the importance 
of the allocation of resources on intelligence task completion. 
Funahashi details evidence that both attentional control and 
working memory capacity rely on overlapping neural popu-
lations within the LPFC, a pivotal FPCN region.¹⁶⁰ P300 
appears to make the frontal cortex’s downstream working 
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memory and attentional control more efficient. Specifically, 
P300 appears to reflect the greatest efficiency on the atten-
tional control aspects that can most effectively inhibit the 
influence of irrelevant information. This efficiency will open 
greater neural space for working memory, increasing its ca-
pacity and influence on downstream regions. These results 
underscore the importance of working memory capacity in 
intelligence tasks, explaining the importance of processing 
speed on this capacity. 

The variances in ERP latencies found by Schubert and col-
leagues support the notion that higher-intelligent individuals 
have greater neural capacity caused by the increased efficiency 
of attentional processes. Along these lines, recent work has 
updated the Neural Efficiency Hypothesis by demonstrating 
that the pattern of neural effort reversed as task complex-
ity increased, where higher-intelligent individuals showed 
increased activity in both FPCN and CON regions. In con-
trast, lower-intelligent individuals saw decreased activity in 
these regions.¹³³ These authors interpreted these results as 
increasing cognitive effort in higher-intelligent individuals 
as complexity increases, whereas lower-intelligent individuals 
cease to try after reaching their cognitive capacity.¹³³ Among 
many factors, the ERP latencies studied by Schubert and 
colleagues likely enable this cognitive capacity, reflecting the 
greater working memory capacity of higher intelligence indi-
viduals that allows them to take on cognitively complex tasks; 
meanwhile, the inefficiencies of these same processes causes 
lower intelligent individuals to reach capacity and give up on 
the task.

While the results previously discussed reflect neurological 
processes that amend the Neural Efficiency Hypothesis,¹³³,¹⁵⁸ 
current research also suggests that a cognitive practice can 
influence our understanding of neural efficiency. During 
response selection, average-intelligent (A-IQ) individuals 
experience greater response conflict and greater working 
memory load, reflected in greater ACC and ventrolater-
al prefrontal cortex (VLPFC) activation, respectively, than 
higher-intelligent (H-IQ) individuals. Further, H-IQ in-
dividuals demonstrated greater activation during feedback 
evaluation, reflecting formulation of response strategies 
(caudate), motor planning (middle frontal gyrus), and task 
set reconfiguration (superior parietal cortex) than A-IQ in-
dividuals. These authors concluded that higher-intelligent 
individuals diverted greater cognitive resources toward plan-
ning the next response, reducing the activity required during 
response selection.¹³⁴ Devoting more resources to planning 
reflects a cognitive mechanism employed by higher-intel-
ligent individuals to reduce neural demand and allow for 
greater efficiency during rule application. Notably, this is only 
possible when the rule for the upcoming task can be predict-
ed; however, repeated efforts to encode task rules to memory 
could aid in rule generation for future, unpredicted tasks. 

In this section of the review, it has been demonstrated that 
greater neural efficiency provides space for greater neural ca-
pacity, which is concentrated almost entirely in the frontal 
regions. For example, P300 makes inhibition of irrelevant 
processes more efficient,¹⁵⁸ opening up greater neural space 

for working memory in prefrontal neuronal populations; 
greater cognitive planning in H-IQ individuals enabled less 
prefrontal activation than found in A-IQ individuals,¹³⁴ re-
flecting more efficient processing of salient information and 
control; and this efficiency means that high-intelligent indi-
viduals had a greater capacity for increasingly complex tasks, 
allowing them to solve complex tasks that lower-intelligent 
individuals were unable to solve.¹³³ All of these results in-
dicate that the most critical point is the transition from rule 
generation to rule application. This transition into rule appli-
cation requires both the successful generation of a rule and 
the production of a response strategy based on the generated 
rule, with greater neural efficiency proven to aid both pro-
cesses. 

The Network Neuroscience Theory of Intelligence:
The Network Neuroscience Theory of Intelligence is the 

most comprehensive theory put forth in the network neuro-
science field for the neural correlates of intelligence. While 
this review has discussed previous evidence related to network 
neuroscience - namely, variances in modularity - the Network 
Neuroscience Theory of Intelligence attempts to explain in-
telligence through network neuroscience rather than describe 
characteristics of intelligence.⁵,¹⁴¹,¹⁴⁷ The two central ten-
ants of the Network Neuroscience Theory of Intelligence are 
that intelligence relies on the small-world model of cortical 
structure and that the capacity to transition between network 
states rapidly explains variances in intelligence. 

The small-world structure of the cortex explains that the 
brain is comprised of densely interconnected modules that 
contain sparser, long-distant connections connecting mod-
ules from across the cortex. Barbey suggests that the densely 
interconnected modules enable specific cognitive operations; 
meanwhile, the long-range connections provide the integra-
tive faculties to enable broad cognitive abilities, including 
intelligence.⁵ Evidence presented throughout this review 
supports the importance of specialized cognitive abilities and 
their integrative recruitment. For example, the ACC’s im-
portant role in conflict detection is crucial for the adaptive 
adjustments of control necessary for task completion.¹⁰⁶ The 
IPL’s role in abstract and concrete language comprehension is 
vital for generating relevant information during rule genera-
tion and may be dynamically recruited during rule application 
depending on task demands.¹⁴⁵ In contrast, the LPFC and 
aINS have extensive global connectivity that warranted more 
integrative functions,⁸¹,⁸²,¹⁶¹-¹⁶³ dynamically recruiting spe-
cialized functions such as those within the dACC and IPL. 
Indeed, the importance of the integrative and segregative 
functions of the cortex is exemplified by variances in regional 
modularity found to be advantageous for intelligence. There-
fore, the small-world model of the brain relies on a balance 
among regions expressing more regular or random network 
structures. This variation of the small-world model creates 
the flexibility expressed during intelligence tasks, enabling 
integrative and segregative capabilities in the brain. 

According to the Network Neuroscience Theory of In-
telligence, general intelligence depends upon the dynamic 
reorganization of ICNs in service of system-wide 
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flexibility and adaptability.⁵ The control networks provide the 
integrative template upon which task-specific connectivity is 
constructed from the dynamic recruitment of specific cog-
nitive abilities. The control system’s dynamic recruitment of 
specific cognitive abilities is rooted in the topological reorga-
nization of the ICNs during intelligence tasks. For example, 
the FPCN can recruit specific DMN nodes according to task 
demands,¹⁰,¹¹,²⁵,¹⁶⁴ illustrating the accessibility of pre-existing 
knowledge and internal-oriented representations necessary 
for intelligence tasks. Further, the sensory regions recruited 
during task demands depend on the external stimuli present 
and the sensory manipulations upon one’s internal represen-
tation necessary for task demands.

Beyond the reorganization of ICNs, intelligence difference 
relies on the capacity to flexibly transition between mental 
states.⁵ Barbey suggests that the control systems enable these 
flexible transitions between network states since they exhibit 
greater degrees of variability that manifest in time-varying 
profiles of functional connectivity.¹⁶⁵,¹⁶⁶ The control systems 
were explicitly tied to the capacity to reach difficult-to-reach 
states,¹⁶⁷ indicative of their vast long-range connections 
throughout the brain. Indeed, these weak, long-distant con-
nections explained variance in general intelligence better 
than the strong, short connections.¹⁶⁸ So, the long-range 
connections of the control networks are crucial for general 
intelligence and enable the global shifts in network states. 
Within the context of this review, two network states critical 
for intelligence coincides with rule generation and rule appli-
cation, where the brain strives to obtain a rule and manipulate 
working memory to achieve task goals. The initial feedfor-
ward processes that activate the control regions are likely 
direct, representing easy-to-reach states. From there, the con-
trol networks dynamically recruit brain regions upon the 
intelligence-general integrative template of connectivity. The 
convergence on a rule depends upon the proper recruitment 
of internally and externally sourced information, the specif-
ic downstream control characteristic of the different FPCN 
and CON subnetworks,⁵⁵,¹⁶⁹ and the short-range interactions 
between the different subregions of the.¹⁷⁰,¹⁷¹ Indeed, rule 
generation relies on short- and long-range connections to 
traverse an indirect but necessary path to converge upon the 
rule. The frontal activity diminishes once the rule is reached, 
reflecting a more direct maintenance path. By its nature, this 
direct path represents an easing of the network state, and 
maintaining this pathway likely strengthens the connections 
as well, further easing the demand for its maintenance. Once 
again, the brain strives towards difficult-to-reach states, re-
flecting the long-range, downstream control by the frontal 
control regions to manipulate the working memory accord-
ing to the rule acquired. At this stage, segregating the task 
into simpler subcomponents is advantageous and is correlat-
ed with intelligence.¹⁰⁸ Neurologically, these subcomponents 
manifest in cognitive epochs described by the MD Theory 
that activate respective neural ensembles,³,⁴³ flexibly assert-
ing downstream control.⁸⁰ These neural mechanisms are 
designed to reduce demand, making it easier to reach a diffi-
cult-to-reach state. Each subcomponent may work the same 

way as rule convergence, where a subcomponent’s completion 
coincides with slightly diminished activity, reflecting neural 
rewiring to create a more direct path and strengthening of the 
connection, which must be maintained during future compo-
nents. However, the nature of this mechanism suggests that 
the greater numbers of components, indicative of increasingly 
complex tasks, reflect more and more indirect pathways to 
maintain our working memory. This mechanism could ex-
plain the benefits of dividing a task into subcomponents for 
higher intelligent individuals, where periodically easing the 
network state could allow higher-intelligence individuals to 
more effectively reach the difficult-to-reach state that enables 
the completion of task goals.

Beyond task components, the brain employs other mech-
anisms to ease transitions towards difficult-to-reach states 
required for intelligence tasks. The ERP latencies studied 
indicate that the best component in explaining variances in 
general intelligence is P300, which is implicated in more ef-
ficient inhibition of irrelevant information. This downstream 
control by the control networks contributes to its ability to 
reach difficult-to-reach states. As demonstrated in this re-
view, more efficient downstream attentional control opens 
greater neural space for working memory, increasing work-
ing memory capacity. The DAN, responsible for attentional 
control, exhibits stable within-network functional connectiv-
ity and segregation during intelligence tasks.¹⁴⁷,¹⁷²,¹⁷³ These 
results indicate that the DAN cannot significantly contrib-
ute to the control network’s ability to drive the brain into 
difficult-to-reach states because any significant changes in 
functional connectivity would not occur during task states. 
Despite the importance of the DAN’s attentional control on 
intelligence,⁶⁹ the DAN’s role appears to be rooted in cre-
ating more efficient attentional control to provide greater 
capacity for the control networks to drive the brain into dif-
ficult-to-reach states through their manipulation of working 
memory.

The significance of P300 doesn’t stop at attentional effi-
ciency; instead, Schubert and colleagues suggest that P300 
also contributes to memory updating.¹⁵⁸ These results pro-
pose another insufficiently researched mechanism for easing 
transitions toward difficult-to-reach states: memory. Graham 
and colleagues found that planning during delay periods was 
associated with intelligence.¹³⁴ While intelligence tasks don’t 
usually have delay periods, this planning indicates an effort to 
encode a rule to memory for future use. Encoding a rule to 
memory would be highly advantageous to intelligence tasks, 
allowing our control networks to converge more efficiently 
on a rule. While memory relies on easy-to-reach states, the 
memory must be applied to a novel task, requiring a diffi-
cult-to-reach state and giving memory room to contribute to 
intelligence. 

A Holistic View?:
Thus far, this review has elucidated countless connections 

between the various theories of intelligence, augmenting 
our understanding of the neural correlates of intelligence. In 
addition, a few neural characteristics have been reoccurring 
threads, connecting these multiple theories and perspectives. 
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Understanding these threads will augment our understand-
ing of the neural correlates of intelligence, bringing us closer 
to a holistic view.

The first thread that was pervasive throughout all neurosci-
entific theories was neural networks. For both task processes 
and intelligence differences, global and regional neural dy-
namics were most effectively analyzed by tying these dynamics 
to their respective neural networks and explaining the signif-
icance of these results to intelligence. Analyzing the neural 
dynamics of the various neural networks proved crucial for 
tying the prominent theories together: The Network Neuro-
science Theory of Intelligence,⁵ the Process Overlap Theory,⁴ 
the MD Theory,³ and P-FIT all rely on neural networks to 
neurologically explain their theories.² The dynamic interplay 
between the brain networks was extensively discussed in the 
previous two sections and would be too extensive to outline 
here. However, the most important network findings dis-
cussed here, and prevalent throughout the various theories, 
is the importance of the control networks, specifically, how 
the control networks dynamically recruit other networks or 
network nodes to enable intelligence processing. 

The control networks’ ability to dynamically recruit oth-
er cortical networks and nodes requires understanding the 
second thread connecting the various theories of intelli-
gence: flexibility. The control networks displayed flexibility 
in activation during task processes,³,⁴³,⁸⁰,¹⁰⁹-¹¹¹ and displayed 
task-specific, time-varying functional connectivity.⁴³,¹⁶⁵,¹⁶⁶ 
Indeed, this review explains how these processes enable the 
domain-general integrative template upon which specific 
cognitive abilities are recruited for intelligence, providing 
up-to-date neural support for the Process Overlap Theory 
and explaining the mechanism that the P-FIT couldn’t yet 
supply for the control network’s ability to produce respons-
es.²,⁴ Further, this flexibility enables the brain to drive toward 
a difficult-to-reach state,⁵ and higher-intelligent individuals 
can more efficiently drive the brain into these states. As pre-
viously discussed, P300,¹⁵⁸ planning,¹³⁴ and task components 
reflect three of the likely many ways that higher-intelligent 
individuals can more efficiently reach difficult-to-reach 
states.¹⁰⁸

With the power to connect all perspectives of the neural 
correlates of intelligence, neural networks, and network flex-
ibility could provide the foundation for a holistic perspective 
of intelligence. Indeed, recent papers are converging upon 
these two threads, most notably the Process Overlap Theory.⁴ 
This pattern suggests that neuroscience is already converg-
ing upon the core of intelligence in the brain. These positive 
strides are very promising for the future of neuroscience. 
�   Conclusion
With decades of research dedicated to identifying the neu-

ral correlates of intelligence, the neuroscientific community 
continues to refine its understanding of intelligence in the 
brain. This review has compiled the most up-to-date and 
relevant research on the neural correlates of intelligence task 
processing and intelligence differences. Notably, the evidence 
compiled in this review covered many different perspectives 
on intelligence, requiring analysis of the crossroads between 

these perspectives. The first two sections culminated in this 
review’s final section, which covered the threads that most 
consistently connected the various perspectives of intelli-
gence: neural networks and neural flexibility. 

More important than this review’s time-tested accuracy 
is the potential for further refinement of our understanding 
of intelligence due to the threads identified in this review. 
Indeed, this review opens exciting new possibilities for the 
future of intelligence research in neuroscience. 
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ABSTRACT: This study aimed to determine if drinking caffeine-containing beverages harms Chinese adolescents' hearts and 
poses a host of other risks if they rely solely on the stimulant to maintain their mental clarity. This study was planned as a double-
blind, randomized control. Twenty participants participated in this experiment and were split into two groups with equal numbers 
of each gender. Volunteers were instructed to stay seated and abstain from food and water for two hours before consuming 
caffeinated beverages. Each participant in Group 1 had to consume 450 ml of caffeine-containing beverages containing 110 mg 
of caffeine. In contrast, each volunteer in group 2 had to consume 450 ml of caffeine-containing beverages containing 200 mg of 
caffeine. We took their blood pressure and heart rates at different time periods. This study revealed the results we didn’t expect. 
We disproved the common misconception that consuming more caffeine can have a negative impact on adolescent heart health 
by concluding that there was no significant difference in systolic blood pressure, diastolic blood pressure, or heart rate over the 
same time period in carefully controlled experiments. The symptom of experiencing heart palpitations has become one of the key 
reflections of the vast majority of subjects in the subjective evaluation of subjects' personal experiences.

KEYWORDS: Biochemistry; General Biochemistry; Caffeinate Beverage; Cardiology; Chinese adolescents.

�   Introduction
Different caffeinated beverages have already established 

themselves as crucial study aids for Chinese high school stu-
dents who study late at night. As a result, high school kids 
have begun to depend on caffeinated drinks like coffee, tea, and 
functional drinks daily. There has long been worry that caffeine 
may increase the risk of cancer and cardiovascular disease, even 
though these caffeinated beverages are effective for improving 
mental function and attentiveness due to enhanced alertness.¹,²

As shown in Figure 1., Trimethyl xanthine 1,3,7 is another 
name for caffeine.³, ⁴ There are two layers to its impact. First, 
caffeine is an antagonist of the adenosine receptor and an in-
hibitor of phosphodiesterase (PDE), shown in Figure 2., at the 
level of the physical cell.⁵, ⁶ Smooth muscle relaxation, slowed 
lipolysis, decreased release of adrenal hormones, and other 

actions can be brought on by adenosine receptor activation 
(slowing down the work of cells).⁷ Caffeine thereby accelerates 
the work that cells do.⁸ Second, PDE is an enzyme that breaks 
down cyclic adenosine monophosphate (cAMP), which helps 
cells break down ATP.⁹ Thus, caffeine's inhibition of PDE is 
comparable to encouraging the breakdown of cellular ATP, 
which speeds up the work of cells.¹⁰

Additionally, due to the aforementioned actions, caffeine 
can support the adrenal gland’s function (which includes oth-
er endocrine glands), increasing the release of glucocorticoids, 
aldosterone, and adrenaline (at least in advance).¹¹, ¹² The pro-
duction of these hormones will rise, indirectly affecting energy 
and focus. Trimethyl groups are soluble in fat, can enter the 
brain, and are also present in caffeine. Caffeine also inhibits 
adenosine A receptors in the brain, primarily found in neurons 

Figure 1: Chemical structure of Trimethyl xanthine 1,3,7(caffeine).

Figure 2: Protein structure of phosphodiesterase (PDE).
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connected to the acetylcholinergic system. Caffeine, there-
fore, has a beneficial "refreshing" effect on work and learning 
because it is equivalent to stimulating acetylcholinergic neu-
rons, primarily linked to memory, association, and learning.¹³ 
Some studies claim that very high concentrations of caffeine 
will cause GABA receptor antagonistic activity in the brain, 
although investigations have yet to be conclusive.¹⁴

Clinical studies have shown that caffeine increases blood 
pressure and heart rate, but no studies have been done on the 
physical characteristics of other ethnic groups, particularly 
Chinese teenage groups. Therefore, we will conduct this ex-
periment to determine whether caffeine-containing beverages 
significantly affect Chinese teenagers’ heart rates and blood 
pressure and indirectly contribute to associated risks. 
�   Methods
Our study was planned as a double-blind, randomized 

control. Twenty teens (aged 17+–1), including ten boys and 
ten girls of Chinese heritage, participated in the experiment. 
Twenty participants participated in this experiment and were 
split into two groups with equal numbers of each gender. Vol-
unteers were instructed to stay seated and abstain from food 
and water for two hours before consuming caffeinated bever-
ages. To lessen the impact of participants' mental health on the 
study's outcomes, volunteers were also instructed to relax by 
listening to calming music twenty minutes before administer-
ing caffeine-containing beverages.

Each volunteer in Group 1 was required to consume 450 ml 
of beverages containing 110 mg of caffeine, whereas volunteers 
in Group 2 were instructed to consume 450 ml of beverag-
es containing 200 mg of caffeine. We measured their blood 
pressure and heart rates 30 minutes, an hour, 1.5 hours, and 
two hours after drinking. First, the results were compared to 
those obtained before drinking caffeinated beverages to de-
termine whether the change was statistically significant. Next, 
the p-value was calculated. Finally, we also calculated the 
difference between the two data groups to assess whether dif-
ferent caffeine doses will have other effects on Chinese teens’ 
pressure and heart rates. We evaluated whether there were any 
significant changes.

We created the following questionnaire to examine how 
caffeine-containing beverages affect the subjective emotions 
of adolescent volunteers. There are seven questions in all on 
this survey: Are you anxious? Do you feel weak and easily ex-
hausted? Can you feel your heart racing? Do you feel queasy 
and uneasy? Do you feel flustered and have heart palpitation? 
Does your breathing feel labored? Do you feel sweatier? The 
proportion of survey responses to the aforementioned ques-
tions allowed us to quantitatively assess the patients’ subjective 
reactions to caffeine-containing beverages.

�   Results and Discussion
After statistical data, we obtained the following data:

We started by setting the confidence threshold to a p-value 
of 0.05 or less. Then, by comparing the values of the three 
time periods with the values before the caffeine intake, we 
obtained the following findings in ten patients who con-
sumed 110 mg of caffeine:

As shown in Table 1. and Figure 3. above, regarding the 
change in vascular hypertension, the rising rate over three pe-
riods was not statistically significant (p-values = 0.229, 0.32, 
and 0.87). The diastolic pressure section showed the same 
outcome, and the data for the three time periods did not sig-
nificantly rise (p-value = 0.789, 0.618, and 0.567). We made a 
startling discovery regarding the rate of change in heart rate 
when we discovered that the subjects' heart rates reversed af-
ter consuming caffeine. The value of the reverse growth is 

Table 1: Data of the 110mg caffeine experimental group (The data in each 
column from left to right are systolic blood pressure, diastolic blood pressure, 
and heart rate). Statistically, the change in systolic blood pressure was greater 
in the 110 mg experimental group patients, with six patients experiencing 
varying degrees of increase in systolic blood pressure half an hour after 
caffeine intake.

Figure 3: Trend chart of various data in the 110 mg caffeine experimental 
group. According to the image data, the diastolic blood pressure of patient 6 
increased sharply two hours after caffeine intake, which was an exceptional 
case. In contrast, the heart rate images consistently maintained a steady 
downward trend.
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statistically significant, demonstrating that it reversed (p-val-
ue=0.008605, 0.000821 0,00021).

As shown in Table 2. and Figure 4., the 200 mg experimen-
tal group’s hypertension growth rate in three periods showed 
a trend toward a statistically significant increase (p-values = 
0.000152, 0.0043, and 0.078). The diastolic pressure growth 
rate did not fall inside the established confidence interval 
(p-value=0.417, 0.209, 0.546). Although there is still a subtle 
counter-growth trend in the heart rate data, it is not statisti-
cally significant (p-value=0.173 0.199 0.185).

In evaluating data from two distinct dose test groups in 
a controlled experiment. After taking caffeine doses of 110 
mg and 200 mg, we compared if there were any significant 
differences in the results throughout the course of the sub-
sequent hour. We discovered no significant difference after 
comparing the three values of systolic blood pressure, diastol-

ic blood pressure, and heart rate between the two test groups 
(p-value=0.152, 0.271, 0.363).

Following data analysis, we discovered that 60% of the re-
spondents who consumed 110 mg of caffeine reported, while 
this number rose to 80% for those who used 200 mg of caf-
feine. 

Additionally, as shown in Figure 5. above, patients who 
consumed 110 mg and 200 mg of caffeine generally respond-
ed (greater than 50%) to two side effects, including increased 
sweating at constant room temperature and some dizziness. 
The 110 mg caffeine intake values were correspondingly 50% 
and 70%. 200 mg of caffeine is consumed at rates of 60% 
and 70%, respectively. It also demonstrates that caffeine does 
cause the four reactions stated above in Chinese teenagers, 
even though the difference in the proportions of subjects in 
each data set between the two cases is not statistically signif-
icant (p-value>0.05).
�   Discussion
The first two results of the 110 mg experimental group are 

familiar because most Chinese teenagers only consume an 
average of 110 mg of caffeine daily. However, a considerable 
inverse heart rate growth must be more consistent with our 
earlier hypotheses. Because it makes sense that a stimulant 
like coffee would stimulate the heart to beat more frequent-
ly, this discovery challenges this theory. Because the caffeine 
intake of the 200 mg experimental group's coffee was higher 
than that of Chinese adolescents as a whole, the growth rate 
of the high-pressure data was statistically significant and did 
not exceed our expectations. Drinking more coffee stimulates 
the nervous system more, which raises systolic blood pressure. 
The higher caffeine dose did cause the subjects' heart rates 
to slightly reverse their growth trend, but this was not sta-
tistically significant, which perplexed us. In fact, this finding 
calls into doubt many of the prevalent hypotheses on a quick 
heartbeat.

Table 2: Data of the 200 mg caffeine experimental group (The data in each 
column from left to right are systolic blood pressure, diastolic blood pressure, 
and heart rate.) The systolic blood pressure of all patients in the 200 mg 
experimental group increased to varying degrees half an hour after caffeine 
intake; this phenomenon was also confirmed in the statistical calculations 
(p-value).

Figure 4: Trend chart of various data in the 200 mg caffeine experimental 
group. According to the image, all subjects in the 200 mg experimental group 
showed relatively similar trends in all data.

Figure 5: The proportion of palpitations in different test groups (110 and 
200 mg). According to the data, 50% of the patients in the 110 mg group 
experienced heart palpitations. This ratio increased to 70% in the 200 mg 
group.
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Regarding the analysis of subjective experiences, coffee 
can interfere with the action of a chemical called adenos-
ine, which is why most subjects experience panic and heart 
palpitations. Caffeine competes with adenosine's receptors, 
preventing the natural impact of adenosine on the heart that 
lowers heart rate. We discovered that most of the few subjects 
who did not experience this feeling had regularly consumed 
caffeinated beverages (more than two consecutive months). 
Although we do not yet have a scientific explanation, their 
bodies appear to have evolved a resistance to the interaction 
between coffee and adenosine.

No significant differences in the data were found in the 
controlled studies. This demonstrates that varying caffeine 
dosages did not affect Chinese teenagers’ cardiac statistics. It 
also dispels the myth that caffeine consumption among Chi-
nese teenagers may affect their heart health.

The following two conclusions can help to explain the ex-
perience of vertigo brought on by caffeine in subjects. First, 
because caffeine stimulates the brain's nerves, those suscep-
tible to it may experience symptoms of lightheadedness after 
drinking coffee; Second, caffeine, which is frequently pres-
ent in caffeinated beverages, can rapidly lower blood sugar 
levels. As a result, consuming coffee will result in a hypo-
glycemia reaction, which will create symptoms of dizziness. 
We hypothesize that the following theories can account 
for why caffeinated beverages increase sweating at constant 
temperatures: Because excitatory nerves will increase me-
tabolism, which leads to increased sweating and disorders of 
sweat gland secretion, caffeine has the effect of stimulating 
excitatory nerves. However, precisely how caffeine stimulates 
nerves and affects sweat glands’ secretion is still being deter-
mined.¹⁵
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